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1- INTRODUCTION

Project scheduling issues have attracted a lot of attention since the pioneering work of Kelley (1963) and Wiest (1963). One of the most studied problems is the resource-constrained project scheduling problem (RCPSP) where the objective is to minimize the project duration while respecting the precedence relations between tasks and the limit on resources availability. Among the first contributions to this problem is the work by Brand et al. (1964); Wiest (1967); Pritsker et al. (1969); Fisher (1970); Davis et al. (1971) and Patterson et al. (1974).

Another important problem is called the resource leveling problem (RLP) where we may or may not have limits on resource availabilities, may or may not have a project due date and we need to schedule the execution of the project tasks while minimizing the fluctuation of the amount of resources to use. Among the first contributions in this area are the paper by Burgess et al. (1962) and the one by De Witte (1964).

In practice the project scheduling problem is somewhat different. First we do not have a fixed limit on the amount of resources. Rather we need to determine the amount of resources to allocate to the project and the allocated amount becomes the limit not to exceed. Also, we usually need to determine and to negotiate with the client a date to finish the project. So we need to determine what is the best date or range of dates to propose to the client. This date becomes then the project due date. Finally, we need to build a schedule with the least possible total cost.

This paper deals with this more realistic project scheduling problem where given an upper limit on the resources that can be made available to the project and an upper limit on the project completion date; we have to determine the amount of resources to allocate to its execution and the due date to propose to the client while minimizing the project total execution cost. The execution cost is composed of two main elements: the direct cost of the resources allocated to the project and the overhead cost which does not depend on the amount of allocated resources but directly proportional to the project duration. This problem is called hereafter the Generalized Resource Allocation and Leveling problem (GRALP).
In the GRALP we have a project composed of a set of tasks, a set of zero-lag, finish-to-start precedence constraint defined over the set of tasks and a set of renewable resources. There is a limit on the amount that can be made available to the execution of the project for each renewable resource. However we need to determine the exact amount that should be allocated to the project. Every activity has a number of possible execution modes where each mode is characterized by a required number of units of each renewable resource and its duration.

We assume that the direct cost of making resources available to the project is linearly proportional to both the allocated amount of resources and the project duration. In addition, there is an overhead cost which is linearly proportional to the duration of the project. This duration is to be determined and should be within a range of acceptable dates.

Thus, the objective is to determine the amount of resources to allocate to the project, to select for each task an execution mode and to determine its execution dates in order to minimize the overall project execution cost while completing it at what can be considered as an acceptable completion date.

To the best of our knowledge the GRALP has never been studied in the open literature until now. Thus we do not dispose of any method to solve it.

The remainder of the paper is organized as follows. Section 2 presents a review of some related literature. Section 3 presents a mathematical formulation of the problem and section 4 presents a numerical example to emphasize the differences between the GRALP and what is called the resource availability cost problem (RACP). Section 5 presents some heuristic approaches to solve the GRALP. Section 6 presents the numerical experience undertaken to assess the performance of these heuristics and the conclusions of this research work are given in section 7.
2- REVIEW OF RECENT AND RELATED LITERATURE

The purpose of this section is not to review the huge body of literature dealing with the resource-constrained project scheduling or with resource leveling in project scheduling but to review the most related research to the topic of this paper. Many publications review the main contributions to the RCPSP. For example, Herroelen et al (1998) provide a survey of the most important contributions made in the preceding 5 years. Kolisch et al (2001) present a survey not only of models and solution methods for the deterministic RCPSP but also survey contributions to decision support systems in this area. Herroelen et al (2005) review fundamental approaches to project scheduling under uncertainty. They review reactive scheduling, stochastic project scheduling and fuzzy project scheduling approaches. Finally, Hartmann et al (2010) give an overview of several extensions of the basic RCPSP that generalize some activity execution conditions (for example by integrating setup times or allowing for pre-emption), generalize the precedence and temporal relations (by introducing parallel execution for example) and generalize the resource constraints (by considering partially renewable resources or dedicated resources). Other, but older, surveys are given by Herroelen (1972), Davis (1973), Icmeli et al (1993), Ozdamar et al (1995), Elmaghraby (1995) and Herroelen et al (1997).

To the best of our knowledge, the GRALP has never been the subject of any publication. However, some researchers studied a problem that can be seen as related to the GRALP to some extent. Some researchers called this problem the Resource Availability Cost Problem (RACP) and some others called it the Resource Investment Problem (RIP). The objective of the RACP is to determine the amounts of resources to allocate to the project in order to minimize a resource cost function. However, we notice that this cost function is independent of the project duration. But in real life, resources cost is directly proportional to the project duration. Also we notice that, in dealing with either the RACP or RIP, the overhead cost is not taken into account. Again, in real-life situations, the overhead cost represents a significant part of the project execution cost and should not be neglected. Actually, as observed by Neumann et al (2000), the RACP is a special case of
the resource leveling problem where the objective is to minimize a weighted function of the maximum number of resource units to use.

Mohring (1984) was the first to introduce the RACP and considered the case where tasks have only one execution mode. He proposed an optimal solution procedure based on extending the partial order defined by the precedence relations in a way that respects the limit on completion time. Demeulemeester (1995) also proposed an optimal solution procedure to solve the single-mode version of the problem and called it the Resource Availability Cost Problem (RACP). Drexl et al (2001) developed two lower bounds on the cost function using Lagrangean relaxation and column generation techniques. The problem they considered and renamed as the Resource Investment Problem (RIP) is slightly different from the RACP as they did not consider any limit on the project completion date.

Heuristic approaches are also proposed to solve the RACP. Yamashita et al (2006) proposed a scatter search heuristic and Shadrokh et al (2007) proposed a genetic algorithm. All these solution methods are designed to solve the single-mode version of the problem. The only heuristic designed to solve the multi-mode version is the one proposed by Hsu et al (2005). They proposed a serial schedule scheme based on two new priority dispatching rules.

Obviously the GRALP studied in this paper is different from the RACP and the RIP. In the GRALP we minimize the total project cost including the resources usage cost and the overhead cost. Both costs are proportional to the project duration. The differences will be discussed in more details in section 4 using a numerical example.

Again, it is important to explicitly consider overhead cost as neglecting it may lead to solutions with larger project duration especially in the multi-mode case where longer modes usually require less resource amounts and consequently using such modes reduces the overall resource requirements and the corresponding availability cost. That is why we should take into account both overhead costs and resource availability costs.
3- MATEMATHICAL FORMULATION OF THE GRALP

Given the set of project tasks to execute, their possible execution modes, precedence relations, the upper bound on the amount of resources to allocate to the project, an upper limit on the project completion time, the availability cost of resources, and the project overhead cost; our problem is to determine for each task its starting date and its execution mode as well as the amount of resources to allocate to the project that minimizes the total execution cost, while satisfying the precedence relations without using more resources than what is allocated to the project, and completing the project by the required deadline.

Recall that each task has one or more execution modes and each possible mode is characterized by its duration and the amount of required resources. The total cost is composed of the resource availability cost and the overhead cost over the whole project execution time. Resource availability cost is the product of the amount of resources allocated to the project multiplied by its unit cost and by the project duration.

Before presenting the proposed mathematical formulation let us first present the notation we use to build this model.

**Indices:**

- $i$ task index; $i = 1, \ldots, N$
- $j$ execution mode index; $j = 1, \ldots, m_i$ ($m_i$ is the number of possible modes for task $i$)
- $k$ resource type index; $k = 1, \ldots, K$ ($K$ is the number of resource types)
- $t$ time period index; $t = 1, \ldots, H$ ($H$ is upper limit on its completion time)

**Sets:**

- $P_i$ set of immediate predecessors of task $i$
- $S_i$ set of immediate successors of task $i$
- $A_t$ set of tasks that could be scheduled to be in execution at $t$; i.e.,
  \[ A_t = \{ i | E_i - d_{i1} < t \leq L_i \} \]
Parameters:

- \( f_t \): overhead expenses for time period \( t \)
- \( d_{ij} \): duration of task \( i \) if execution mode \( j \) is used
- \( E_i \): earliest finish time of task \( i \) (as given by the critical path method using the shortest execution modes)
- \( T \): project earliest finish time (as given by the critical path method)
- \( L_i \): latest finish time of task \( i \) (as given by the critical path method while using the shortest modes and \( H \) as a limit on completion time)
- \( r_{ijk} \): number of resource units of type \( k \) required to execute task \( i \) using its execution mode \( j \)
- \( c_{kt} \): availability cost of a unit of resource type \( k \) at period \( t \)
- \( M_k \): maximum number of units of resource type \( k \) that can be made available to the project

Decision variables:

- \( R_k \): number of units of resource type \( k \) to allocate to the project over its execution time
- \( x_{ijt} \): binary variable that takes the value 1 if and only if task \( i \) is executed using mode \( j \) and finished at the end of period \( t \)
- \( y_t \): binary variable that takes the value 1 if the project is in execution at period \( t \)
- \( R_{kt} \): variable that takes the value \( R_k \) if the project is still in execution at period \( t \) and takes the value zero otherwise

It is obvious that \( y_t \) should take the value 1 for all periods \( t \leq T \). So the model seeks to determine the values \( y_t \) of only for \( t = T + 1, \ldots, H \). Similarly, the variable \( x_{ijt} \) should take the value zero for all periods \( t < E_i + d_{ij} - d_{i1} \) or \( t > L_i \). So the model seeks to determine the value of \( x_{ijt} \) for periods \( t \) such that \( E_i + d_{ij} - d_{i1} \geq t \leq L_i \).

Using the above listed notation, the GRALP can be formulated as follows:

Find:

- \( x_{ijt}; i = 1, \ldots, N, j = 1, \ldots, m_i, t = E_i + d_{ij} - d_{i1}, \ldots, L_i \)
- \( R_k; k = 1, \ldots, K \)
- \( R_{kt}; k = 1, \ldots, K, t = T + 1, \ldots, H \), and
- \( y_t \in \{0,1\}; t = T + 1, \ldots, H \) which:

Minimize: \[
\sum_{t=1}^{T} f_t + \sum_{t=T+1}^{T} f_t y_t + \sum_{k=1}^{K} \sum_{t=1}^{T} c_{kt} R_k + \sum_{k=1}^{K} \sum_{t=T+1}^{H} c_{kt} R_{kt}
\] (1)
Subject to:

\[ \sum_{j=1}^{m_i} \sum_{t=E_i+d_{ij}-d_{i_1}}^{L_i} x_{ijt} = 1; \quad i = 1, ..., N \quad (2) \]

\[ \sum_{j=1}^{m_e} \sum_{t=E_e+d_{ej}-d_{e_1}}^{L_e} tx_{ejt} - \sum_{j=1}^{m_i} \sum_{t=E_i+d_{ij}-d_{i_1}}^{L_i} (t - d_{ij})x_{ijt} \leq 0; \quad i = 1, ..., N, e \in P_t \quad (3) \]

\[ \sum_{i \in A_t} \sum_{j=1}^{m_i} \sum_{s=\max\{t,E_i+d_{ij}-d_{i_1}\}}^{\min\{t+d_{ij}-1,L_i\}} r_{ijk}x_{ij} \leq R_k; \quad k = 1, ..., K, t = 1, ..., H \quad (4) \]

\[ R_k \leq M_k; \quad k = 1, ..., K \quad (5) \]

\[ R_{kt} \geq R_k - M_k(1 - y_t); \quad k = 1, ..., K; \quad t = T + 1, ..., H \quad (6) \]

\[ N_y t \geq \sum_{i \in A_t} \sum_{j=1}^{m_i} \sum_{s=\max\{t,E_i+d_{ij}-d_{i_1}\}}^{\min\{t+d_{ij}-1,L_i\}} x_{ij}; \quad t = T + 1, ..., H \quad (7) \]

\[ y_t \leq y_{t-1}; \quad t = T + 2, ..., H \quad (8) \]

The objective function (1) expresses the total cost of the project. The first and third terms express respectively the overhead and resources availability costs of the T first periods; the second and forth terms give the overhead and resources costs for the periods T+1 up to the end of the project. Constraints (2) determine the execution mode and the end period for each task. They also make sure that each task has one and only one execution mode as well as one and only one finish period. Constraints (3) assure that any task cannot starts before the end of the execution of all its immediate predecessors and constraints (4) determine the amount of resources to be allocated to the execution of the project. Constraints (5) ensure that the allocated amounts of resources do not exceed what can be made available and the constraints (6) make sure that no resources are allocated once the project is completed. Constraints (7) ensure that \( y_t \) equals one (the project is in execution) if there are any tasks to execute at period \( t \) and constraints (8) implies that if the project is not in course of execution at period \( t-1 \), it is also not in execution at period \( t \).
4. THE GRALP VERSUS THE RACP: A NUMERICAL EXAMPLE

The objective of this section is to underline the differences between the GRALP (the generalized resource allocation and leveling problem) and the RACP (the resource availability cost problem) as well as to show the effect of not considering the overhead cost explicitly in the scheduling process.

To do so, let us first present the mathematical formulation of the RACP under the assumption of multi-mode tasks. Let $c_k$ be cost of using a unit of resource $k$ and assume that this cost is known and constant. Then the RACP can be formulated as follows:

Minimize: $\sum_{k=1}^{K} c_k R_k$ \hspace{1cm} (9)

Subject to: $\sum_{j=1}^{m_i} \sum_{t=E_i+d_{ij}-d_{i1}}^{L_i} x_{ijt} = 1; \hspace{0.5cm} i = 1, \ldots, N$ \hspace{1cm} (2)

$\sum_{j=1}^{m_e} \sum_{t=E_e+d_{ej}-d_{e1}}^{L_e} t x_{ejt} - \sum_{j=1}^{m_i} \sum_{t=E_i+d_{ij}-d_{i1}}^{L_i} (t - d_{ij}) x_{ijt} \leq 0; \hspace{0.5cm} i = 1, \ldots, N, e \hspace{1cm} \in P_i$ \hspace{1cm} (3)

Let us now consider the 5-task, 2-resource numerical example shown in Figure 1 with an overhead cost of 20 $ per time unit, resource usage cost of 2 $ and 5 $ per time unit respectively for resources 1 and 2, and a limit $H$ on the project duration of 16 time units. The optimal solution of the corresponding GRALP is to allocate 3 and 6 units of resources 1 and 2 to the project which will lead to project duration of 10 time units. The resource usage cost for these 10 time units are 360 $ while the overhead cost is 200 $ for a total cost of 560 $. This optimal solution is exhibited in Figure 2.
On the other hand, if we handle the problem as a RACP using any multiple of 2 and 5 as availability cost (say 2Z and 5Z), the optimal duration of the project will be 16 time units and the number of resource units allocated to project will be 2 and 4 respectively. The corresponding availability cost will be 24Z. The optimal solution of this RACP is shown in Figure 3.
Clearly, as in the GRALP we consider that resource usage cost is proportional to the project duration and as we explicitly consider the overhead cost, it is not optimal to prolong the execution of the project behind a certain date. On the other hand, the optimal solution of the RACP has a duration which is either equal to the given due date or the duration that minimizes the cost of resource units allocated to the project.

| Task 1 mode 1 | R: 1,2 |
| Task 2 mode 2 | Resources 2,3 |
| Task 3 mode 2 | Resources 3,5 |
| Task 4 mode 1 | 2,4 |
| Task 5 mode 2 | Res. 2,3 |

**Figure 3: Optimal solution of the RACP**

Now, to emphasise the importance of explicitly considering the overhead cost, let us set this cost equal to zero. In this case the optimal duration of the corresponding GRALP increases to 13 time units and we have to allocate to the project 3 and 4 units of resources 1 and 2 respectively. The resulting resource usage cost is 338 $. Obviously, as the overhead cost is neglected, the optimal duration is increased but not as much as if we assume that the availability cost does not depend on the project duration. Actually, if we extend the project duration behind 13 time units, we may require less resource units but for longer period of time resulting a higher resource usage cost.
5- THE PROPOSED SOLUTION HEURISTIC

The Generalized Resource Allocation and Leveling Problem (GRALP) is a complex one that requires making several interrelated decisions. Mainly three decisions should be made. We need: (1) to determine the number of resource units to allocate to the project, (2) to determine the execution mode for each activity, and (3) to construct an execution schedule; i.e. to determine the execution dates for the activities. Obviously these decisions are interrelated. For example the optimal execution modes and dates largely depend on the amount of resources allocated to the project and the optimal dates depend on the selected execution modes.

The heuristic approach we propose hereafter is a neighborhood search approach where we simultaneously search three neighbourhoods each of them is related to one of these three decisions. The first decision is coded by a vector of \( K \) elements where the \( k^{\text{th}} \) element gives the number of units of resource type \( k \) to allocate to the project. The second decision is coded by a vector of \( N \) elements where the \( i^{\text{th}} \) element indicates the mode to be used to execute activity or task \( i \). Finally, the execution schedule is coded by a vector of \( N \) elements indicating the sequence in which activities should be considered for scheduling (a priority vector). This sequence can be translated into a schedule by assigning to each activity (while using the selected execution mode) the earliest possible execution date which satisfies resource limits and precedence relations. The way to transform a sequence into schedule is straightforward and described in Boctor (1996).

The general framework of the proposed neighborhood search approach, called hereafter the 3-D neighbourhood search heuristic, is depicted in Figure 4. The details of the approach and its main procedures (called \textit{MMRCP}, \textit{LNS-mode}, \textit{RACP} and \textit{LNS-sequence}) are explained in the remainder of this section.

\textit{Generation of allocated resources vectors}

This 3-D search procedure generates a number of vectors of allocated resources \( \{R_k; k = 1, \ldots, K\} \). It starts with the vector \( \{R_k = M_k; k = 1, \ldots, K\} \) and then searches its neighborhood. Actually all the vectors with \( M_k \geq R_k \geq \lambda_k \); \( k = 1, \ldots, K \), except those leading to a project
duration that exceeds the duration limit $H$, will be examined. Here $\lambda_k$ stands for the smallest amount of resource type $k$ that should be allocate to the project. This amount $\lambda_k$ is such that: $\lambda_k \geq \max_i \{\min_m r_{im}\}$. Notice that if $\lambda_k$ is less than $\max_i \{\min_m r_{im}\}$, some of the activities cannot be schedule. Also $\lambda_k \geq \frac{1}{H} \sum_{i=1}^{N} \min_m \{d_{im}r_{imk}\}$ as otherwise we cannot construct a schedule with duration that does not exceed the duration target $H$. Thus $\lambda_k$ can be calculated by:

$$\lambda_k = \max \left[ \max_i \{\min_m r_{im}\}, \frac{1}{H} \sum_{i=1}^{N} \min_m \{d_{im}r_{imk}\} \right]$$

Notice that in the procedure presented in Figure 4, at each iteration we reduce $R_k$, the allocated amount of one of the resources. However, we stop reducing the value of $R_k$ as soon as the current value produces a schedule with a duration larger than $H$. In such a case we move to reduce the amount of the next resource type.

```
Set $R_k=M_k; \ k=1..K \ : \ R_1=R_1+1$
Calculate $\lambda_k; \ k=1..K$ ! The smallest amount of resource type $k$ to allocated to the project.
Set $k=0$
WHILE $k < K$
    $k = k+1$
    WHILE $R_k > \lambda_k$
        $R_k=R_k-1$
        IF $k > 1$ THEN
            FOR $r = 1$ TO $k$: $R_r = M_r$; NEXT $r$
        END IF
    Calculate earliest and latest dates as well as total slack
    Call MMRCPS ! Parallel scheduling scheme using the MINSLK rule
    Call LNS-Mode ! Local search of the mode vector neighborhood
    Call LEVEL ! A resource leveling procedure
    IF obtained duration < $H$ THEN
        IF obtained cost < Best Cost THEN store as the best solution found
            Call LNS-sequence ! Local search on the sequence vector neighbourhood
        ELSE
            $R_k = \lambda_k$ ! Duration larger than $H$ is obtained. Move to reduce the amount of the next resource type
        END IF
    END IF
END WHILE
END WHILE
```

Figure 4: General framework of the proposed 3-D neighborhood search approach
**MMRCPS: the schedule construction heuristic**

For each vector of allocated resources \( \{ R_k; \ k=1 .. K \} \), the heuristic generates an initial mode vector and a schedule by applying a parallel priority-based scheduling heuristic that we call **MMRCPS** (multi-mode resource constrained project scheduling) heuristic. The main steps of this heuristic are given in Figure 5. The scheduling priority rule we use is the MINSLK (minimum total slack) rule. However, as the total slack of a task depends on its execution mode, the total slack is calculated for each feasible mode of the task (while setting the modes of the other tasks to the shortest one) and we use the smallest one to determine the task priority. Several researchers indicated that this rule applied within a parallel scheduling scheme produces good results (for example see Boctor 1993).

```
WHILE some non-scheduled tasks remain:
    1- Go to the following and nearest time period where there are some available resources;
    2- Establish the list of tasks that are schedulable at this time period (i.e., those for which all immediate predecessors are already scheduled and there are sufficient resources to perform them using at least one of their execution modes);
    3- If the list is empty go back to step 1
    4- For each schedulable task determine the list of feasible modes (i.e., modes such that available resources are larger than or equal to their resource requirements);
    5- For each combination (task, mode) determine its total slack;
    6- Choose the combination (task, mode) having the smallest total slack;
    7- Reduce resource availabilities consequently and update the list of schedulable task at the considered time period.
    8- Go back to step 3.
WHILE END
```

**Figure 5:** Steps of the priority-based parallel scheduling heuristic **MMRCPS**

Following the application of the MMRCPS heuristic, we obtain a mode-vector indicating the used execution mode for each task and a corresponding schedule. The schedule can then be coded by the sequence of tasks we selected in the course of this procedure.
Searching the neighborhood of a mode-vector

Without loss of generality, let us assume that, for every task, its modes are numbered in the ascending order of their duration; i.e. \( d_{ij} \leq d_{i,j+1}; \forall i, \forall j < m_i \).

Now we proceed to perform a local neighborhood search to improve the mode vector. Three versions of this neighborhood search improvement procedure, called \( LNS\text{-}mode \), are tested in this research work. The difference between these versions resides in their neighborhood definition. The steps of these 3 versions are given in Figures 6-a, 6-b and 6-c. The fastest one is the first one where we examine the neighborhood where only one task to which we assigned its first mode is modified and replaced by the second mode; provided that the task has more than one possible mode. In the second version we examine the neighborhood where only the mode of one task is incremented to the next mode number if it exists. In the third version the modes of two different tasks are modified where the mode of the first task is incremented to the next mode number and the mode of the second task is decremented.

Set \( \text{improvement} = \text{TRUE} \)

\[
\text{WHILE} \ \text{improvement} = \text{TRUE} \\
\text{improvement} = \text{FALSE} \\
\text{FOR} \ i = 1 \ \text{TO} \ N \\
\quad \text{IF} \ \text{mode} \ i = 1 \ \text{AND} \ \text{number of modes of} \ i > 1 \ \text{THEN} \\
\qquad \text{mode} \ i = 2 \\
\qquad \text{Call} \ MMRCPS \\
\quad \text{IF} \ \text{resulting cost} < \text{Best Cost} \ \text{THEN} \\
\qquad \text{Save as the best solution found} \\
\qquad \text{improvement} = \text{TRUE} \\
\quad \text{ELSE} \\
\qquad \text{mode} \ i = 1 \\
\quad \text{END IF} \\
\text{END IF} \\
\text{NEXT} \ i \\
\text{WHILE} \end

Figure 6-a: Steps of the first tested version of \( LNS\text{-}mode \) search procedure
Further reduction of total cost by resource leveling

The solution obtained at the end of applying LNS-mode search procedure can sometimes be improved if we can further reduce the cost of the allocated resources. This can be done...
by solving a resource leveling problem. This problem can be stated as follows. Given the set of tasks to perform, the selected execution mode of each task, the precedence relations between these tasks, their execution dates, and the resulting project duration, modify the execution dates in order to minimize the sum of resource requirements weighted by the resources unit costs without increasing the project duration.

Within our GRALP solution approach, this leveling problem is solved by the heuristic sketched in Figure 7 and called LEVEL. It consists in moving tasks having a positive free slack to start at the position that may lead to the maximum possible reduction of the resources cost, if such position exists.

\[
\text{Calculate the free slack for each task} \\
\text{FOR } i = N \text{ TO } 1 \\
\text{IF free slack of } i > 0 \text{ THEN} \\
\quad \text{Calculate the reduction in resource cost for each possible starting date of task } i \\
\quad \text{(search a date between current starting date and this date plus its free slack)} \\
\quad \text{Determine the position which corresponds to the maximum cost reduction} \\
\quad \text{IF maximum cost reduction > 0 THEN} \\
\quad \quad \text{Set the starting date of } i \text{ to the date leading to this maximum cost reduction} \\
\quad \quad \text{Update the free slack of tasks } 1, 2, ..., i-1 \\
\quad \text{END IF} \\
\text{END IF} \\
\text{NEXT } i
\]

**Figure 7: LEVEL, the used leveling heuristic**

**Searching the neighborhood of the sequence vector**

The next step in the proposed solution heuristic is to do a local search in the neighborhood of the task sequencing vector used to code the solution schedule. The proposed search procedure, called LNS-sequence search procedure, is given in Figure 8. It consists in randomly modifying the sequence vector a number of times, each time construct an initial solution using the MMRCPS heuristic, improve the obtained solution by applying LNS-mode and LEVEL, and calculate the cost of the resulting solution. The best obtained solution is then retained as the final solution of our GRALP.
FOR \( i = 1 \) TO \( N \)

Determine \( l_i \), the position of the last predecessor of task \( i \) in the sequence
Determine \( u_i \), the position of the first successor of task \( i \) in the sequence
Randomly chose a position \( p \) between \( l_i + 1 \) and \( u_i - 1 \) and move task \( i \) to position \( p \)

Call MMRCPS
Call LNS-mode
Call LEVEL

IF resulting cost < Best Cost THEN
    Save as the best solution found
ELSE
    Return task \( i \) to its original position
END IF

NEXT \( i \)

Figure 8: The LNS-sequence search procedure

6- PERFORMANCE EVALUATION

Ninety test instances were generated to evaluate the performance of five variants of the proposed 3-D neighborhood search heuristic. In the following we present these test instances, describe the tested variants of the proposed heuristic and summarize the obtained results.

Test instances

Three sets of 30 test instances each are randomly generated and used to evaluate the performance of the proposed heuristic. Each of these instances is composed of 30 tasks and requires 2 resource types. We limited ourselves to instances of this size as it was very time consuming and often impossible to obtain the optimal solution of larger problems. The cost of one resource unit is fixed for all instances at 2 and 5 for the two resource types respectively. All parameters values are drawn from a uniform distribution and Table 1 indicates the range of these different parameters.
Table 1: Parameters used to generate test instances

<table>
<thead>
<tr>
<th>Parameter</th>
<th>notation</th>
<th>Distribution range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of modes</td>
<td>( m_i )</td>
<td>1 - 3</td>
</tr>
<tr>
<td>Number of predecessors</td>
<td>(</td>
<td>P</td>
</tr>
<tr>
<td>Task duration</td>
<td>( d_{ij} )</td>
<td>1 - 10</td>
</tr>
<tr>
<td>Resource requirements</td>
<td>( r_{ijk} )</td>
<td>0 - 9</td>
</tr>
</tbody>
</table>

The differences between the 3 instance sets reside in the value given to the overhead cost \((f_t)\) and the number of resource units that can be made available to the project \((M_k)\). For the first instance set, \(M_k\), the number of units of resource \(k\) that can be allocated to the project, is set to equal the number of units required to schedule all tasks at their earliest possible dates while using the shortest modes. This implies that the CPM schedule is feasible with respect to the resource limits, but not necessarily optimal. Also for the first set, the overhead cost per time period is set to be the same for every time period and equals 40% of the direct cost of the allocated resources.

The overhead cost for second instance set is the same as for the first one but we use different values of \(M_k\). To fix the values of \(M_k\), we solved the instances of the first set to optimality using the MIP code GUROBI 5.0.1 and determined for each instance the optimal value of \(R_k\). Let these optimal values be noted \(R_k^{1*}\). The values of \(M_k\) for the second instance set were then set equal to \(R_k^{1*} - 1\) if the \(R_k^{1*}\) is between 10 and 15, equal to \(R_k^{1*} - 2\) if \(R_k^{1*}\) is between 16 and 20, and equal to \(R_k^{1*} - 3\) if the \(R_k^{1*} > 20\).

The third instance set is similar to the second one except that the overhead cost is reduced by one third.

**Tested heuristic variants**

The results obtained by 5 variants of the proposed heuristic, referred to as H1, H2 up to H5, will be presented. However, let us mention that several other variants were tested but we report only the results of the best ones.

The first three variants H1, H2 and H3 are reduced variants of the framework presented in Figure 4 where the neighborhood search procedure called \(LNS-sequence\) is eliminated.
and not used. This was done in order to reduce the required computation time. On the other hand, the \textit{LNS-sequence} procedure is used within H4 and H5.

Heuristic variants H1 and H4 use the first version of the neighborhood search procedure \textit{LNS-mode} presented in Figure 6a while variants H2 and H5 use the version exhibited in Figure 6-b. The variant H3 uses the \textit{LNS-mode} version given in Figure 6-c.

\textbf{Optimal solutions}

Optimal solutions were obtained by solving the mathematical formulation given in section 3 using the MIP commercial code GUROBI 5.0.1 on a computer equipped with a 2 GHz, i7 core processor. Table 2 gives a summary of the computation times required to solve the instances of each set. This table shows that solving some instances (of this small size) may require a large computation time. This largely justifies the use of heuristic solution methods. We also notice that reducing the overhead cost leads to a significant increase in computation time.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
 & Set 1 & Set 2 & Set 3 \\
\hline
Minimum computation time (sec.) & 202 & 411 & 691 \\
\hline
Average computation time (sec.) & 3 271 & 3 685 & 10 916 \\
\hline
Maximum computation time (sec.) & 20 565 & 11 443 & 63 626 \\
\hline
Standard deviation (sec.) & 4 695 & 3 054 & 17 242 \\
\hline
\end{tabular}
\caption{Computation time required to obtain the optimal solution}
\end{table}

\textbf{Heuristic solutions}

Tables 3, 4, 5 and 6 give the percentage increase above the optimum for the solutions obtained by the five tested variants of the proposed 3-D neighbourhood search procedure. Table 3 gives the results for the first set of instances. It shows that the average percentage increase above the optimum varies between 6.63\% and 8.48\%. However, the computation time required by H5, the heuristic variant that produce the smallest average deviation, is more than 40 times the computation time required by H1, the heuristic variant that produced the largest deviation.
Although the average deviation from the optimum obtained by these heuristics may seem relatively high, we have to notice that the considered problem is quite difficult to solve and involves 3 sets of decisions. We would also like to mention that we designed a genetic algorithm to solve the problem and it produced, for this first instance set, an average deviation from the optimum of 8.7% which is larger than the average percentage deviation given by any of the five tested variants of the proposed heuristic for this instance set.

Table 3: Summary of the results obtained by the proposed heuristic for instance Set 1

<table>
<thead>
<tr>
<th></th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>H5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average % deviation from the optimum</td>
<td>8.48</td>
<td>8.19</td>
<td>8.04</td>
<td>6.90</td>
<td>6.63</td>
</tr>
<tr>
<td>Minimum % deviation from the optimum</td>
<td>4.37</td>
<td>4.37</td>
<td>4.37</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>Maximum % deviation from the optimum</td>
<td>13.04</td>
<td>12.71</td>
<td>12.88</td>
<td>10.62</td>
<td>11.30</td>
</tr>
<tr>
<td>Standard deviation of the % deviation</td>
<td>2.38</td>
<td>2.35</td>
<td>2.24</td>
<td>1.92</td>
<td>2.20</td>
</tr>
<tr>
<td>Number of times the best solution is found</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>Number of times the worst solution is found</td>
<td>26</td>
<td>21</td>
<td>16</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Average computation time (sec.)</td>
<td>34</td>
<td>46</td>
<td>342</td>
<td>1070</td>
<td>1364</td>
</tr>
</tbody>
</table>

Tables 4 and 5 seem to indicate that the deviation from the optimum solution increases when the amount of resources that can be made available to the project is reduced. The average percentage deviation from the optimum as given by the heuristic H5 increases to about 10%. However the computation time decreases significantly. This computation time reduction can be explained by the fact that the number of vectors $R_k; k=1,\ldots, K$, to be enumerated by the proposed heuristic becomes smaller when the limits $M_k; k=1,\ldots, K$ become tighter.

Table 4: Summary of the results obtained by the proposed heuristic for instance Set 2

<table>
<thead>
<tr>
<th></th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>H5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average % deviation from the optimum</td>
<td>13.29</td>
<td>13.02</td>
<td>12.47</td>
<td>10.92</td>
<td>10.01</td>
</tr>
<tr>
<td>Minimum % deviation from the optimum</td>
<td>5.76</td>
<td>4.76</td>
<td>5.54</td>
<td>4.02</td>
<td>1.81</td>
</tr>
<tr>
<td>Maximum % deviation from the optimum</td>
<td>23.09</td>
<td>23.09</td>
<td>21.70</td>
<td>19.57</td>
<td>19.57</td>
</tr>
<tr>
<td>Standard deviation of the % deviation</td>
<td>4.68</td>
<td>4.82</td>
<td>4.58</td>
<td>4.24</td>
<td>4.10</td>
</tr>
<tr>
<td>Number of times the best solution is found</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>Number of times the worst solution is found</td>
<td>23</td>
<td>21</td>
<td>10</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Average computation time (sec.)</td>
<td>3</td>
<td>4</td>
<td>37</td>
<td>91</td>
<td>135</td>
</tr>
</tbody>
</table>
**Table 5:** Summary of the results obtained by the proposed heuristics for instance Set 3

<table>
<thead>
<tr>
<th></th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>H5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average % deviation from the optimum</td>
<td>13.49</td>
<td>13.21</td>
<td>12.65</td>
<td>11.07</td>
<td>10.09</td>
</tr>
<tr>
<td>Minimum % deviation from the optimum</td>
<td>6.18</td>
<td>6.16</td>
<td>5.89</td>
<td>3.82</td>
<td>2.80</td>
</tr>
<tr>
<td>Maximum % deviation from the optimum</td>
<td>22.86</td>
<td>22.86</td>
<td>21.24</td>
<td>18.68</td>
<td>19.27</td>
</tr>
<tr>
<td>Standard deviation of the % deviation</td>
<td>4.50</td>
<td>4.59</td>
<td>4.31</td>
<td>4.05</td>
<td>3.85</td>
</tr>
<tr>
<td>Number of times the best solution is found</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>14</td>
<td>23</td>
</tr>
<tr>
<td>Number of times the worst solution is found</td>
<td>28</td>
<td>25</td>
<td>15</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Average computation time (sec.)</td>
<td>3</td>
<td>4</td>
<td>36</td>
<td>94</td>
<td>138</td>
</tr>
</tbody>
</table>

Table 6 gives the aggregated results for all the 90 test instances. It confirms what we see in the previous 3 tables. In summary, all these tables show that H5 gives the best results followed by H4, H3, H2 and H1. We can also see that the average percentage increase above the optimum is inversely proportional to the computation time used by the heuristic.

**Table 6:** Summary of the results obtained by the proposed heuristics for all instance sets

<table>
<thead>
<tr>
<th></th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>H5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average % deviation from the optimum</td>
<td>11.69</td>
<td>11.42</td>
<td>11.00</td>
<td>9.60</td>
<td>8.85</td>
</tr>
<tr>
<td>Minimum % deviation from the optimum</td>
<td>4.37</td>
<td>4.37</td>
<td>4.37</td>
<td>2.96</td>
<td>1.81</td>
</tr>
<tr>
<td>Maximum % deviation from the optimum</td>
<td>23.09</td>
<td>23.09</td>
<td>21.70</td>
<td>19.57</td>
<td>19.57</td>
</tr>
<tr>
<td>Standard deviation of the % deviation</td>
<td>4.57</td>
<td>4.64</td>
<td>4.36</td>
<td>4.00</td>
<td>3.82</td>
</tr>
<tr>
<td>Number of times the best solution is found</td>
<td>3</td>
<td>7</td>
<td>9</td>
<td>43</td>
<td>64</td>
</tr>
<tr>
<td>Number of times the worst solution is found</td>
<td>77</td>
<td>67</td>
<td>41</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>Average computation time (sec.)</td>
<td>13</td>
<td>18</td>
<td>138</td>
<td>418</td>
<td>546</td>
</tr>
</tbody>
</table>
7- CONCLUSIONS

In this paper we introduced the Generalized Resource Allocation and Leveling Problem (GRALP), a new project scheduling problem that is closer to real-life project scheduling problems. In this problem we need to determine: (1) the number of units of resources to allocate to the project, (2) the execution mode to use for each activity, and (3) the execution dates for these activities. Our constraints are the precedence constraints, the maximum amount of resources that can be allocated to the project and an upper limit on the project duration. Our objective is to minimize the sum of the resource usage cost and the overhead cost.

To the best of our knowledge, the GRALP have never been the subject of any publication and consequently we do not have any previously published method to solve it. The research done in this research work seems to indicate that we are facing a difficult problem as we were not able to design a heuristic capable to produce an average percentage deviation from the optimum of better than 8.85%.

Obviously we need continue our research effort to solve this problem. Also, we need to find an approach to solve larger problems to optimality. Available MIP codes cannot allow us to solve problems with more than 30 tasks. To solve larger problem we may try to add some cuts to our model. We may also try to develop a special branch-and-bound heuristic.

We also need to develop more efficient heuristics. Developing an efficient genetic algorithm or a scatter search heuristics seems to be the alternatives to consider for solving this problem.
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