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1 Introduction

Throughout history, transportation has played a vital role in the social, political and economical development of nations by supporting production, trade and consumption activities and ensuring the movement of people and freight timely and efficiently from place to place. The transportation industry operates in a highly competitive and mainly cost-driven environment. Shippers, carriers and logistics service providers continuously seek for ways to minimize the costs of the offered services establishing sets of operating policies to perform the routing of commodity flows and management of available resources (both human and material) in the most efficient and rational way in order to satisfy customers’ needs and still making a profit.

Freight consolidation is one of the many ways to lower transportation costs (and consequent service prices), taking advantage of economies of scale. Building a consolidation-based transportation network is normally a rather complex problem which is traditionally faced at a tactical level by carriers and supported by Service network design (SND).

The scope of SND is to produce an operations plan achieving the economic and quality targets of a carrier. The plan specifies the services to operate (routes, frequency and schedules) to meet the estimated transportation demand and the routes of freight (services used and terminals passed through). Quality targets normally concerns the reliability of operations of the entire service network, meaning the regular on time arrival of services at their stops with respect to a published schedule, and reliability of deliveries, meaning the repeatedly on time arrival of freight at destinations with respect to promised due dates. The operations plan is normally made for a certain time interval, called schedule length (e.g., a week) and, then, repeatedly performed for a longer time period (e.g., the next season), called planning horizon [Crainic, 2000, 2003; Crainic and Kim, 2006].

Several efforts have been directed towards the formulation of SND models. All the models aim for economic efficiency to build the service network. Extremely rarely, instead, direct attention is given to the above mentioned quality targets. In addition, most of the proposed formulations assume that all the necessary information to build the service network is available and completely known at the moment of planning. As opposed, planning usually means facing with the challenge of making decisions when only limited information is available. The presence of uncertainty in the network (demand, cost, profit, lead time, reliability of vehicles, customers’ locations) is a critical issue to consider explicitly in the decision process to achieve the above mentioned carrier goals, making of SND a very challenging problem to address [Powell and Topaloglu, 2003].

The most studied stochastic phenomenon in the SND literature is customers’ demand. One aspect which received little attention is, instead, travel time (time needed to travel between two consecutive stops). The vast majority of proposed model formulations assume, in fact, travel time as a deterministic parameter, commonly built on point forecasts based on historical data. The travel time observed in actual operations may, however, differ from estimations due to a variety of influences such traffic congestion or heavy weather conditions, resulting in potential additional economical costs related to crews and resource utilization and, in addition to them, fines and loss of reputation for not respecting planned arrival times and agreed upon time of deliveries. A deterministic time assumption is, therefore, a strong assumption which not only do not represent a realistic approximation of this phenomenon, but also may lead to poor decisions with respect to economic and quality goals. Despite its importance, only few contributions dealing with design of
transportation services and stochastic time have appeared in the literature till now and none of those focused on the definition of a reliable service network in terms of both schedules and freight deliveries as we do. To the best of our knowledge, this problem has never been considered in the literature before. We define it as the Stochastic Service Network Design problem with Quality Targets.

The first goal of this paper is, therefore, to address the problem of defining a cost-efficient transportation plan such that the selected services and the specified routes of freight respect, respectively, the scheduled arrival times at stops and due dates as much as possible over time. To achieve this purpose, we propose a stochastic SND original methodology, where the uncertainty of travel time is explicitly accounted into the decision process and quality targets are modelled through penalties. Design and routing decisions are made before any travel time realization. The proposed formulation, therefore, takes the form of a two-stage mixed-integer linear stochastic model. In the first stage, design and routing decisions are taken, while in the second stage, when travel time realizations become known, the given targets are accounted and delays for a given travel time realization and a chosen design are properly penalized.

SND problems are notoriously NP-Hard. On the one hand small to medium-sized problem instances can be solved optimally, on the other hand heuristic methods are generally needed to find high-quality solution to real-life instances in acceptable time. Our second goal for this paper is to propose an effective progressive hedging-based meta-heuristic (PHM) algorithm to tackle the above mentioned problem. This is the first attempt to apply such a methodology to a SND problem with uncertainty in travel times and, thus, an additional original feature of this contribution. The proposed meta-heuristic modifies the traditional application scheme of the method (applied, for instance in Crainic et al. [2011b]) in order to overcome problems related to a quadratic reformulation and flow-degeneracy which raise, when it is classically applied to our proposed formulation. The numerical results provided in the paper show how the meta-heuristic is able to address larger instances than CPLEX.

Therefore, the contributions of this paper are:

- to propose a new SND problem setting where uncertainty in travel times and quality targets are explicitly considered;
- to provide a two-stage stochastic linear mixed-integer programming formulation for the proposed problem;
- to develop an PHM able to effectively find good quality solutions to large-scaled problem instances;
- to show numerical results of the attractiveness of the formulation when the described quality targets are of interest;
- to present numerical results of the performance of the proposed PHM comparing it to an exact resolution method.

The paper is organized as follows. In Section 2, we state the problem and review the associated very little available literature related to SND and stochastic time. In Section 3, we describe the notation adopted in order to introduce our mathematical programming formulation for the proposed problem. In Section 4, we describe the PHM. In section 5, we illustrate the experimental
plan. Two set of experiments are proposed, the first aims at qualifying the model and its benefits, the second the performance of the PHM. Results of both sets are reported in Section 6. Finally conclusions and future research are discussed in the last section (Section 7).

2 Problem Description and Literature Review

We focus on one of the fundamental problems - part of tactical planning - that consolidation-based carriers have to face: set up a cost-efficient and reliable service network which achieve chosen quality targets and satisfy the estimated regular demand [Crainic, 2000, 2003; Crainic and Kim, 2006]. Consolidation-based transportation systems are systems in which freight of several different customers with possibly different origins and destinations is combined and dispatched together into a common vehicle for part of the shipment. It is in contrast with customized service (in which carriers dedicate an entire vehicle to single customers performing consignments tailored exactly to their needs) and usually includes several surrounding activities such as warehousing, sorting, loading into or unloading from vehicles. The structure of consolidation-based transportation systems (typical examples are railways, less-than-truckload motor carriers, container shipping lines) consists of a large and quite complex network of terminals connected by physical (or conceptual) links, also known as a hub-and-spoke network: low-volume demand is first moved to intermediate terminals, or hubs, where is consolidated with loads of other customers and moved together to other hubs. Demand is represented in terms of commodities, that is collection of similar products requiring transportation through the network. Other than by its origin, destination, arrival time at origin (entry date) and required time at destination (due date), each shipment has, normally, several physical characteristics (e.g. weight, volume) and may have specific shipment-requirements (e.g. delivery condition, type of vehicle).

Such systems are composed by regular services, which carriers establish selecting them appropriately from a set of potential ones that could be activated. Each potential service is defined by its origin and destination terminals, departure time at origin, departure and arrival times at intermediate stops (if any) and arrival time at destination. The selection is performed over a given length of time (the schedule length), in which for instance some regularity in demand may be observed (e.g. a week). Selected services are, then, externally proposed by carriers to the customers and operated according to a schedule, repeated periodically for the whole duration of a longer time period, called planning horizon (e.g., six months). The schedule specifies for each single offered service: departure time at origin, arrival time at destination and arrival times at/departure times from each intermediate stop (if any).

Internally, instead, carriers define a series of rules that affect the whole system to ensure that the selected services are performed as stated or, at least, as close as possible to the resulting (and published) schedule and that freight routing policy respects demand promised due dates as much as possible over time. For instance, externally a carrier may propose for a given traffic-class deliveries in 24 hours. Considering the uncertainty in duration of the various activities of a carrier (e.g. travel time, operation time for consolidation activities), it is almost impossible to guarantee 100% on-time operations (as externally promised), competitiveness and profitability at the same time. Consequently, internally, a certain level of quality is chosen considering a trade-off between operating costs and service performances (e.g. the selected services activated to carry
freight belonging to that particular traffic-class must ensure on time deliveries at least 90% of the time). Policies related to the penalty when not respecting the promised due date have to also be defined and, normally, customers are significantly involved through their contracts. Quality targets define, thus, the minimum degree of conformity to the schedule and demand promised due dates the carrier desires to achieve with the selected service network and freight routing policies. We define them respectively target of services and target of demand. Targets may easily be expressed through probabilistic conditions. For instance, a service target may be expressed as follows: each service has to respect its planned arrival time at least with probability $\alpha$, considering all its repetitions during the planning horizon, and delays should be not greater than a pre-specified time amount (e.g., a specific percentile of the travel time probability distribution, the expected value plus the standard deviation), with probability 1.

SND is normally devoted to the construction of such a service network as well as the definition of the routing of freight on the network. Its goal is then the selection of services, their schedule and the routing of the demand in the most cost-efficient way to achieve chosen quality targets and satisfy the estimated regular demand [Crainic, 2000, 2003; Crainic and Kim, 2006].

The vast majority of proposed SND formulations assume travel time as deterministic parameter, built on point forecasts based on available travel time duration historical data (e.g., a statistical estimation or a function of the distance). It is, however, not guaranteed that the travel time observed in actual operations always respects that forecast. In many real-life applications, in fact, a considerable degree of variability in travel time can be observed and a deterministic time assumption (in this case, the perfect knowledge of future time realizations) does not represent an accurate and realistic approximation of actual travel times. Unexpected time fluctuations eventually cause delays, which, for carriers, result in potential additional economical costs related to crews and resource utilization and, in addition to them, fines and loss of reputation and reliability for not respecting promised freight arrival times at customer locations.

Despite its importance, only few contributions dealing with design of transportation services and stochastic time have appeared in the literature. Klibi et al. [2010] and Klibi and Martel [2012] characterize decision-making situations based on the quality of the available information under which decisions are made. Following their classification, our uncertainty-profile belongs to Randomness. Randomness describes events which probability of occurrence can be estimated exploiting historical and accessible data through classical forecasting and statistical analysis methods. This information, then, can be used to estimate the probability distribution of the random events disrupting business-as-usual operations, which in our case are travel times. Typical examples of randomness in our context are fluctuations caused by traffic congestion (in particular for road or rail transportation) or heavy weather conditions (in particular for ship and aircraft transportation).

To the best of authors knowledge, when considering SND problems and stochastic travel times, only contributions related to this type of uncertainty are available in the scientific literature, highlighting a lack of research on the topic. Demir et al. [2016] consider a multi-modal consolidation-based transportation system, where road transportation services have to be planned in order to catch available (rail and maritime) transportation services operating according to fixed schedules to perform part of the whole shipment. The goal of the problem is to select truck services and route freight minimizing costs and exploiting as much as possible the available services in order to reduce gas emission related to truck transportations. They, thus, propose a multi-objective SND
formulation and consider a chance constrain approach to ensure with a given probability safe connections between the selected truck services and the available “green” services. A similar problem is addressed by Van Hui et al. [2014]. Here when connections are missed additional costs have to be paid in order to still fulfill demand by alternative services. A “common industrial practice” in dealing with consolidation is applied, upon observing a delay to an upcoming shipment: breaking the consolidation that involves the tardy shipment, release the on-time shipments following the start-up plan and ship the tardy shipment through the faster and available route. The start-up plan is, then, built by minimizing the expected costs of such adjustments considering a two-stage approach where the start-up plan is addressed in the first stage (planning) and re-shipments are addressed in the second stage (recourse). In Wang and Meng [2012a] and Wang and Meng [2012b], the optimization of sailing speed of a fleet of container shipping lines is taken into account by also analyzing the characteristics of bunker consumption in order to achieve target arrival times at a sequence of ports. There is a fixed schedule to respect, but late departure times are possible caused by longer than as planned port operations and thereby affecting the available sailing time for the subsequent voyage leg. As opposed as in our case, here the focus is on operation time uncertainty. The model they proposed is a mixed-integer non-linear convex stochastic minimization model. A similar problem is also considered in Song et al. [2015], where a stochastic multi-objective optimization problem has been formulated.

The scarce literature availability on such type of SND highlights the novelty of the problem and a substantial need of further research on the field. The problem we propose in this paper, differs from all the available contributions for considering jointly service and demand targets. Beside differences in modeling and source of time uncertainty, in the latter works, in fact, only service targets are accounted through the respect of a given schedule imposed either by the need to catch other external and given services operating according to already fixed own schedules or by the need to respect given and fixed time slots to perform terminal operations at intermediate stops. In their setting, also, a sort of dependency by external factors (such those earlier described) is imposed on the networks that have to be built, which is not present in our problem.

Some assumptions are here made:

- the travel time variations we consider are those that may be observed in “normal” and “smooth” conditions (Randomness as defined by [Klibi et al., 2010; Klibi and Martel, 2012]);

- service time at terminals (for loading/unloading sorting and consolidation operations) is assumed deterministic and constant;

- travel time random variables are assumed to be independent with known probability distributions;

- all services are of the same type (move at the same speed, have the same capacity);

- early arrivals of services at terminals are allowed and do not imply extra costs;

- although a service arrives at a stop earlier than planned, terminal operations cannot start earlier than scheduled;

- if a service arrives later than planned, terminal operations begin as soon as the service arrives and connections are not missed.
3 Mathematical Formulation

The physical network on which the carrier operates is represented by a graph \( G_{\text{phys}} = (N_{\text{phys}}, A_{\text{phys}}) \), which nodes in set \( N_{\text{phys}} \) represent the physical terminals composing the physical network and arcs in \( A_{\text{phys}} \) represent the physical connections between terminals on which the services move. To each arc is associated a point forecast of the usual travel time and a travel time random variable.

As for many scheduled SND problems, our problem is addressed through a time-space network, \( G = (N,A) \). We assumed that the schedule length is divided in \( T + 1 \) time instants. The set of nodes of \( G_{\text{phys}} \) is, thus, replicated \( T + 1 \) times. The resulting set of replicated nodes is the set \( N \). Each node of \( N \) represents one of the physical freight terminals that composes the physical transportation network at different time instants \((0,\ldots,T)\).

Let \( K \) be the set of commodities that have to be transported. Each commodity \( k \in K \), requires the transport of a certain volume \( w(k) \) from an origin \( o(k) \) to a destination \( d(k) \) in the time-space network in accordance to its origin, destination, entry and due dates in the physical system. Let \( R \) be the set of potential services that the carrier may use to answer demand, which capacity is denoted by \( u_r \). Each service \( r \in R \) has a route in the physical network. Following [Crainic et al., 2011a], we define each route with the ordered set of visited terminals \( \sigma(r) = \{ z_n \in N_{\text{phys}}, n = 1, \ldots, |\sigma(r)| \} \), where \( n < m \) implies \( r \) visits terminal \( n \) before terminal \( m \). On the same physical route may move different services, having the same set of stops but different leaving times at origins (and, consequently, different arrival time at destination) or services having the same origin and destination terminals but not the same set of intermediary stops. The path segment between two consecutive stops \( z_i \) and \( z_{i+1} \) of service \( r \) is called service leg and is denoted by \( l(r) \). Each service leg is composed by one or more arcs of \( A_{\text{phys}} \) and its usual travel time and associated travel time random variable is respectively the sum of the usual travel times and the convolution of travel time random variables (note the independence assumption) of the arcs in \( A_{\text{phys}} \) making up that service leg.

The set of potential services \( R \) is represented in the time-space network through a set of arcs. The set \( A \) of \( G \) is, in fact, composed by two sets: \( A^H \) and \( A^M \). An arc \( (i,j) \in A^H \) links two nodes representing the same physical terminal in two consecutive time instants and is used to model idle time at terminal for freight or operation time at terminal for services. These arcs are also often referred to as holding arcs. An arc \( (i,j) \in A^M \) links nodes representing different physical terminals in different time instants and is used to model the movement of a service between two different terminals at certain point in time. Each movement arc between two nodes \( i \in N \) and \( j \in N \) represents a specific service leg of a potential service in time. We sometimes refer to such arcs as \( i(r) \in L(r) \), instead of \( (i,j) \in A^M \), where \( L(r) \) is the set composed by the service legs of service \( r \in R \) in the time-space network. The travel time point forecast, denoted by \( \hat{\tau}_{i(r)} \), and the travel time random variable, denoted by \( \tau_{i(r)} \), are associated to each service leg \( i(r) \), according to the leg of the physical network it represents in the time-space network. Finally, we denoted by \( t \) the deterministic time amount required for terminal operations.

Three types of costs are taken into account. The first is the fixed cost \( f_r \) which captures all the expenses of including service \( r \in R \) in the final plan. The second, is a cost that varies proportionally with the volume of commodity \( k \in K \) moved in the network on arc \( (i,j) \in A \). It is denoted by \( c_{i,j}^k \) and specifically represent:

- the cost associated with the transport of commodity \( k \), if \( (i,j) \in A^M \);
the cost associated with the handling of commodity \( k \) at terminals, if \((i, j) \in A^H\).

The third is the cost in which the carrier incurs if a delay in operations or consignment is observed. It will be described in detail later on.

The information revelation process defines how and when the values of stochastic parameters, in our case travel times, are observed. Decisions made without any information about future travel time realizations are design and routing decisions. Once such decisions are made and travel time realizations are available, an evaluation of the reliability (in terms of both service and demand targets) of the set up network may be performed. The evaluation is defined in terms of delays, that is comparing observed and scheduled service arrival times at terminals and freight arrival times at destination, resulting by operating a given service network. To enforce reliability such delays are penalized. Note that, once the service network is established, it cannot be modified, regardless the values of observed travel times (only penalties are paid). The problem may then be represented as a two-stage stochastic optimization model with simple recourse.

In the first stage, planning decisions are made considering their future effects: the selection of the services and the routing of demand are determined with the objective of minimizing the fixed service-selection and variable demand-routing costs, plus the expected costs following the application of the chosen plan to the observed realizations of travel times. Two sets of first stage decision variables are defined, which model selection of services and routing of demand:

- binary variables \( y_r \in \{0, 1\}, \forall r \in R \) represent whether a service \( r \) is selected \((y_r = 1)\) in the final plan or not \((y_r = 0)\);
- non-negative and continuous variables \( x^k_{i,j}, \forall k \in K, \forall (i, j) \in A \) represent the flowing of commodity \( k \) in the network. In particular, the amount of commodity \( k \) transported on arc \((i, j) \in A^M\) or waiting at a terminal, if \((i, j) \in A^H\).

The second stage addresses how to deal with delays for a given travel time realization and a chosen design. Let \( \Omega \) define the set of possible outcomes of the random variable travel time and let \( \omega \) be a random element in that set. We use here a leg-notation. A travel time realization of service leg \( i(r) \in L(r) \) is denoted \( \tau_{i(r)}(\omega), \forall i(r) \in L(r), \forall r \in R \). Three sets of second stage variables are defined, which model for a travel time realization \( \omega \) leaving times and arrival times of each service from/to each terminal of its route and arrival time of each commodity at destination:

- non-negative and continuous variables \( \delta_{i(r)}(\omega), \forall i(r) \in L(r), \forall r \in R \) represent the time instant in which service \( r \in R \) begins its movement on service leg \( i(r) \in L(r) \);
- non-negative and continuous (dummy) variables \( \eta_{i(r)}(\omega), \forall i(r) \in L(r), \forall r \in R \) represent the time instant in which service \( r \in R \) ends its movement on service leg \( i(r) \in L(r) \);
- non-negative and continuous variables \( \varepsilon_k(\omega), \forall k \in K \) represent the time instant in which commodity \( k \in K \) arrives at its destination.

The quality targets may be easily expressed through probabilities. Regarding the target related to arrival time, for a direct service \( r \in R \) that should achieve at least an \( \alpha \cdot 100\% \) on-time arrivals at destination, the target can be expressed as the probability of arriving at destination before the usual arrival time instant, defined \( \varepsilon_{i(r)} \), that is, \( P(\eta_{i(r)}(\omega) \leq \varepsilon_{i(r)}) \geq \alpha \). Similar expressions may also be used to represent the targets of services with intermediary stops (the expression has to hold
individually for each intermediary stop) and for on-time delivery of demand. In our formulation, we do not consider probabilistic constraints to control the satisfaction of targets, rather we model the same underlying significance of them by penalizing appropriately observed lateness. Lateness of a service is considered as soon as the observed arrival time at a stop exceeds the usual arrival time at that stop. A penalty proportional to the difference between \( \eta_{ri}(\omega) \) and \( \omega_{ri}^{k} \) is then applied. The penalty to pay if service \( r \) is late on service leg \( i(r) \) is denoted by \( \lambda_{ri}^{k} \). The same idea is followed to model target of services with intermediary stops and the target of demand. The latter is modeled by penalizing the excess of time between the actual arrival time of commodity \( k \) at destination, \( \omega_{k} \), and its due date \( b_{k} \). The penalty cost is denoted by \( \Lambda_{k} \).

Regarding the target related to the maximum delay, the target of a direct service can be expressed through probabilities as well: \( P(\eta_{ri}(\omega) \leq B_{ki}) \), where \( B_{ki} \) represents the maximum acceptable (or long) delay. These targets are modeled through penalties as well in the model. A very high penalty proportional to the difference between \( \eta_{ri}(\omega) \) and \( B_{ki} \) is applied. The penalty cost is denoted \( \Lambda_{ri}^{k} \). The same idea is followed to model the target of maximum delay of demand: a penalty proportional to the difference between the actual arrival time of commodity \( k \), \( \omega_{k} \), and its maximum allowed delay \( B_{k} \) is applied. This fixed penalty cost is denoted by \( \Lambda_{k} \).

Different penalties may be considered if the delay regards a service or the transported demand. Note that, the lateness of a service at a particular stop does not always imply that the transported demand is also late (in fact, demand could be shipped in advance with respect to its due date to its final destination), but implies, as said, a loss of reputation and reliability for the carrier, as well as potentially, additional costs for crews and resource utilization. At the same time, it could happen that some demand is late at its particular destination also when the service on which it is transported is not.

In order to introduce the model, we define for each node \( i \in N \) its set of successor nodes \( N^{+}(i) = \{ j \in N : (i, j) \in A \} \) and predecessor nodes, \( N^{-}(i) = \{ j \in N : (j, i) \in A \} \). The goal of the SSND-SDT model is to select the services and route the freight in order to satisfy the demand and the quality targets in the most efficient way, that is, minimizing fixed service selecting costs, variable moving costs and the expected extra costs if delays are observed when applying the chosen plan. The two-stage formulation may be written as follows.

\[
\begin{align*}
\min & \sum_{r \in R} f_{r} y_{r} + \sum_{(i,j) \in A} \sum_{k \in K} \epsilon_{ij}^{k} x_{ij}^{k} + \mathbb{E}_{r}(Q(y, x; \tau_{r}(\omega))) \\
\sum_{j \in N^{+}(i)} x_{ij}^{k} - \sum_{j \in N^{-}(i)} x_{ji}^{k} &= \begin{cases} w(k) & \text{if } i = o(k) \\ 0 & \text{if } i \neq o(k), i \neq d(k) \\ -w(k) & \text{if } i = d(k) \end{cases} \quad \forall i \in N, \forall k \in K \\
\sum_{k \in K} x_{ri}^{k} \leq u_{r} y_{r} & \forall i(r) \in L(r), \forall r \in R \\
x_{ij}^{k} \geq 0 & \forall k \in K, \forall (i, j) \in A \\
y_{r} \in \{0, 1\} & \forall r \in R
\end{align*}
\]
where

\[ Q(y, x; \tau_i(\omega)) = \sum_{r \in R} \sum_{i \in L(r)} \Lambda^r_{i}(\eta_i(\omega) - e_i(\omega)) + \sum_{r \in R} \sum_{i \in L(r)} \Lambda^r_{i}(\eta_i(\omega) - B) + \sum_{k \in K} \lambda^k(\varepsilon_k(\omega) - b(k)) + \sum_{k \in K} \lambda^k(\varepsilon_k(\omega) - B) \]  

(6)

The objective (1) is to minimize the total cost of the system, which consists of three elements: the fixed cost of operating services, the transportation costs for routing commodities and the expected cost of recourse for applying the chosen plan. The function \( Q(y, x; \tau_i(\omega)) \) is dependent on both design decisions and routing decisions and, in addition, on the realizations of the random variable \( \tau_i(\omega) \). Equations (2) are the commodity flow conservation constraints. Equations (3) are linking-capacity constraints, which state that a commodity flow may be positive on movement arc \( i(r) \in L(r) \) but not exceed the capacity of the service \( r \) travelling on it, only if \( r \) is selected, that is \( y_r = 1 \), and have to be 0 otherwise. We assume not capacity restriction at terminals. Relations (4) and (5) are non negativity and binary constraints which define the domains of the decision variables.

The second stage, composed by (6), computes the total penalty costs of service and demand late arrivals, where the first two terms relate to targets of services, the last two to targets of demand and where the operator \((x - y)_+ \) returns the difference between \( x \) and \( y \) if positive and 0 otherwise.

The following equation (7) describes how to compute \( \eta_i(\omega) \) for each service where we defined \( o(r) \) the origin terminal of service \( r \) and \( \zeta_o(\omega) \) the scheduled departure time from it:

\[ \eta_i(\omega) = \delta_i(\omega) + \max (\hat{\tau}_i(\omega), \tau_i(\omega)) \quad \forall (i) \in (L) \]  

(7)

and

\[ \delta_i(\omega) = \begin{cases} 
\zeta_i(\omega) & \text{if } i = o(r) \\
\eta_{i^-}(\omega) + t & \text{if } i \neq o(r)
\end{cases} \quad \forall (i) \in (L), \forall r \in (R) \]  

(8)

If the observed travel duration \( \tau_i(\omega) \) is lower than the “usual” one, the service arrives early but have to wait to begin terminal operations, the actual travel time is then considered as that one of the point forecast \( \hat{\tau}_i(\omega) \). If travel duration is higher than the “usual” one, terminal operations begin as soon as the service \( r \) finishes its movement on that leg \( (\delta_i(\omega) + \tau_i(\omega)) \). This time instant is directly related to the moment in which the movement on that leg may start. Equations (8) define those instants. It is easy to compute for direct services or, at least, for each initial leg, since it is equal to the planned leaving time from service origin (first part of (8)). If a service has an intermediate stop, instead, its leaving time from it is dependent on what happened on the previous service leg, denoted \( i^- (r) \), and it is computed as the summation of the arrival time at that stop (that is, the ending time instant of the previous leg \( i^- (r) \)) plus the deterministic service time \( t \).

It is worth to notice that the model may be easily modified if the interest is only focused on one of the considered targets, by considering only the penalties related to that target. That is, if
the focus is only the target of demand, then the penalties related to the target of services have to be fixed to 0 still maintaining the penalties for the target of demand.

As often done in stochastic programming, the random probability distribution of the stochastic phenomenon is approximated by a set of scenarios, a set of possible realizations, in our case, of travel times, that reasonably are representative of the future. By modeling uncertainty through scenarios the stochastic problem becomes a deterministic mixed integer linear program, which may be solved exploiting technique used in deterministic optimization, even though it may become generally of very large dimensions.

Let $S$ represent the set of scenarios and let $s$ be an element of $S$. Each scenario $s$ has dimension $|A_{phys}|$. A probability $p_s$ is assigned to each scenario, such that $p_s \leq 1$, $\forall s \in S$ and $\sum_{s \in S} p_s = 1$. The above mentioned expected costs of applying a chosen plan in the objective function is, then, computed considering the latter probabilities and the delays calculated in the second stage, considering the time realizations of set $S$, denoted $\tau_{i(r)}(s)$. The sets of second stage variables are, thus, defined, as follows:

- non-negative and continuous variables $\delta_{i(r)s}, \forall i(r) \in L(r), \forall r \in R$ represent the time instant in which service $r \in R$ begins its movement on service leg $i(r) \in L(r)$ in scenario $s \in S$;
- non-negative and continuous (dummy) variables $\eta_{i(r)s}, \forall i(r) \in L(r), \forall r \in R$ represent the time instant in which service $r \in R$ ends its movement on service leg $i(r) \in L(r)$ in scenario $s \in S$;
- non-negative and continuous variables $\varepsilon_{ks}, \forall k \in K, \forall s \in S$ represent the time instant in which commodity $k \in K$ arrives at its destination in scenario $s \in S$.

The two-stage formulation may be written as follows.

$$\begin{align*}
\min \sum_{r \in R} f_r y_r + \sum_{(i,j) \in A} \sum_{k \in K} c_{ij}^k x_{ij}^k + \sum_{s \in S} p_s [Q(y, x; \tau_{i(r)}(s))] \\
\sum_{j \in N^+(i)} x_{ij}^k - \sum_{j \in N^-(i)} x_{ji}^k = \begin{cases} w(k) & \text{if } i = o(k) \\ 0 & \text{if } i \neq o(k), i \neq d(k) \\ -w(k) & \text{if } i = d(k) \end{cases} \forall i \in N, \forall k \in K \\
\sum_{k \in K} x_{i(r)}^k \leq u_r y_r \forall i(r) \in L(r), \forall r \in R \\
x_{ij}^k \geq 0 \forall k \in K, \forall (i, j) \in A \\
y_r \in \{0, 1\} \forall r \in R
\end{align*}$$

where

$$Q(y, x; \tau_{i(r)}(s)) = \sum_{r \in R} \sum_{i(r) \in L(r)} \lambda_{i(r)}^r (\eta_{i(r)s} - \varepsilon_{i(r)})_+ + \sum_{r \in R} \sum_{i(r) \in L(r)} \Lambda_{i(r)}^r (\eta_{i(r)s} - B)_+ + \sum_{k \in K} \lambda^k (\varepsilon_{ks} - b(k))_+ + \sum_{k \in K} \Lambda^k (\varepsilon_{ks} - B^k)_+$$
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4 A Progressive Hedging-Based Meta-heuristic

The meta-heuristic we propose is based on the scenario-decomposition idea along the principle of progressive hedging as determined by Rockafellar and Wets [Rockafellar and Wets, 1991]. The idea is to decompose the original multi-scenario stochastic problem into sub-problems according to its set of scenarios and exploit this reduction to come up with a “well hedged” solution for the original problem.

While the convergence of such an approach to a global optimum has been proved for continuous stochastic programs [Rockafellar, 1982], it may not converge in the integer case: every attempt to apply this approach to integer programming formulations, thus, results as a heuristic. The method, however, has been proven to be computationally efficient in various type of integer and mixed-integer problems as operation planning [Gonçalves et al., 2012], lot-sizing [Haugen et al., 2001], portfolio management [Mulvey and Vladimirou, 1991], unit commitment and server location [Guo et al., 2015; Gade et al., 2016], scheduling [Carpentier et al., 2013], resource allocation [Watson and Woodruff, 2011] and network design problems [Mulvey and Vladimirou, 1991; Hvattum and Løkketangen, 2009; Fan and Liu, 2010].

In [Crainic et al., 2011b], a multicommodity SND problem with stochastic demand has been presented alongside with a two-stage stochastic programming formulation where design decisions make up the first stage and routing of commodities make up the second stage, according to observed demand. As a resolution method, they proposed a two phases algorithm, the first phase being directly inspired by Rockafellar and Wets [Rockafellar and Wets, 1991].

First a scenario-based decomposition is applied to the original multi-scenario stochastic problem. Scenario decomposition, as traditionally done, is performed by relaxing first stage variables’ non-anticipativity constraints through the augmented Lagrangean method (we refer to [Bertsekas, 2014; Rockafellar, 1982] for more details on it). This yields to a set of deterministic sub-problems, one for each scenario. At each iteration of the first phase, scenario sub-problems are solved and their solutions (most likely defining different designs) are exploited to have an estimation of the solution of the original problem, through an aggregation operator. This estimation, called overall solution and defined as the expectation over the current local solutions, is only used as an indicator of existing trends among scenarios. Overall and sub-problem (or local) solutions are, then, compared. Non-anticipativity is gradually enforced by the appropriate modification of the augmented Lagrangean multipliers and fixed costs based on the deviations of local solutions from the overall solution. The modification rewards the proximity to or penalizes the distance from it, trying to consolidate local solutions into a unique one, iteration after iteration, for the original problem. The goal of this first phase is to recognize trends among scenario solutions identifying a subset of arcs for which “consensus” appears possible. Cost adjustment, therefore, is only used to guide local scenario designs toward consensus, without forcing it. The second phase of the meta-heuristic is performed after a certain amount of iterations of the first phase, if consensus has only been reached for a subset of first stage variables. It solves a the multi-scenario formulation reduced on the design arcs for which consensus has not been found through the iterative search phase, fixing those design arcs for which instead consensus has been reached.

When considering a progressive hedging approach, thus, three aspects have to be carefully defined:

- the decomposition strategy (which may involve building sub-problems for each scenario or for
a cluster of scenarios);

- the aggregation process to synthesize local solutions in the estimated solution (traditionally, the average over the current local solutions);

- the search of consensus strategy, which taking advantage of local information yielded by sub-problem solutions, drives the search mechanism toward a unique solution for the original problem (it normally involves adjusting multipliers or costs appropriately).

In our case, the formulation of the problem involves both design and routing variables as first stage decisions (note that, routing in the previous work was not considered as a first stage variable). The before described standard application of the methodology, in our case, leads to a non-easy reformulation to deal with. Therefore, the introduction of some modifications has been required, firstly, to allow to still work with a linear reformulation, as later described in detail, instead of a quadratic reformulation and, second, to avoid degeneration problems during the search of consensus strategy. A new methodological framework is, thus, here proposed. In the following, we first describe the standard development of the methodology applied to our problem and, then our proposal.

In order to have scenario separability, a reformulation of the original model is needed. Firstly, a copy of each first stage decision variable has to be defined for each scenario. In our case, it involves creating copies of design and routing variables: \( y_{rs}, \forall r \in R, \forall s \in S \) and \( x_{ij}^k, \forall k \in K, \forall (i, j) \in A, \forall s \in S \). This yields to the following reformulation of the problem:

\[
\begin{align*}
\min & \sum_{s \in S} p_s \left( \sum_{r \in R} f_r y_{rs} + \sum_{(i, j) \in A} \sum_{k \in K} e_{ij}^k x_{ij}^k + \sum_{r \in R} \sum_{i \in R} \sum_{j \in L(i)} \lambda^r_i (\eta_i(r) + e_i(r)) + \sum_{r \in R} \sum_{i \in R} \sum_{j \in L(i)} \Lambda^r_i (\eta_i(r) - B) + \sum_{k \in K} \lambda^k (\varepsilon_{ks} - b(k)) + \sum_{k \in K} \Lambda^k (\varepsilon_{ks} - B^k) \right) \\
\text{s.t.} & \sum_{j \in N^+(i)} x_{ij}^k - \sum_{j \in N^-(i)} x_{ij}^k = \begin{cases} w(k) & \text{if } i = o(k) \\ 0 & \text{if } i \neq o(k), i \neq d(k) \\ -w(k) & \text{if } i = d(k) \end{cases} \quad \forall i \in N, \forall k \in K, \forall s \in S \\
& \sum_{k \in K} x_{ij}^k \leq u_{r} y_{rs} \quad \forall i \in R, \forall s \in S \\
x_{ij}^k = x_{ij}^{k'}, \forall k \in K, \forall (i, j) \in A, \forall s, s' \in S, s \neq s' \\
y_{rs} = y_{rs}^{s'}, \forall r \in R, \forall s, s' \in S, s \neq s' \\
x_{ij}^k \geq 0 \quad \forall k \in K, \forall (i, j) \in A, \forall s \in S
\end{align*}
\]
Constraints (18) and (19) are the non-anticipativity (or implementability) constraints. They make sure that design and routing variables are not tailored for each single scenario, rather define a unique and implementable solution. Whereas such condition is implicit in the formulation (9) - (13), in the reformulation (15) - (21) is explicitly stated as constraints through (18) and (19). That is, the two formulations are equivalent. Scenario separability is, then, achieved through the relaxation of these constraints.

The number of non-anticipativity constraints, however, may become quite large given the size of the set \( S \) (as observed in [Crainic et al., 2011b]). Therefore, another way to express the non-anticipativity constraints can be considered. Let \( \bar{y}_r \) and \( \bar{x}^k_{ij} \) define respectively a feasible design and routing solutions. An equivalent way to impose that all designs and routings must be equal to each other ((18) and (19)) is to require that each scenario design and routing must be equal to the latter mentioned feasible and fixed design and routing solutions. Therefore, (18) and (19) may be replaced by

\[
y_{rs} = \bar{y}_r \quad \forall r \in R, \forall s \in S \tag{22}
\]

\[
\bar{y}_r \in \{0, 1\} \quad \forall r \in R \tag{23}
\]

\[
x^k_{ij} = \bar{x}^k_{ij} \quad \forall k \in K, \forall (i, j) \in A, \forall s \in S \tag{24}
\]

\[
\bar{x}^k_{ij} \geq 0 \quad \forall k \in K, \forall (i, j) \in A \tag{25}
\]

Constraints (22) and (24) require each scenario design and each scenario routing to be equal, respectively, to a fixed design and to a fixed routing solution, which as imposed by constraints (23) and (25), satisfy the traditional binary and non-negativity conditions. We define in the following the \( \bar{y}_r \) and \( \bar{x}^k_{ij} \) respectively as overall design and overall routing solutions.

By considering the latter constraints for the non-anticipative requirements and performing relaxation of (22) and (24) through the augmented Lagrangean method, the following objective function is, then, obtained:

\[
\min \sum_{s \in S} p_s \left( \sum_{r \in R} f_r y_{rs} + \sum_{(i,j) \in A} \sum_{k \in K} c^k_{ij} x^k_{ij} + \sum_{r \in R} \sum_{(r) \in L(r)} \lambda^r_{(r)} (\eta_{(r)s} - \epsilon_{(r)})^+ + \sum_{r \in R} \sum_{(r) \in L(r)} \Lambda^r_{(r)} (\eta_{(r)s} - B)^+ + \sum_{k \in K} \lambda^k (\varepsilon_{ks} - b(k))^+ + \sum_{k \in K} \Lambda^k (\varepsilon_{ks} - B^k)^+ + \sum_{r \in R} \phi_{rs} (y_{rs} - \bar{y}_r) + \frac{1}{2} \sum_{r \in R} \rho (y_{rs} - \bar{y}_r)^2 + \sum_{(i,j) \in A} \phi^k_{ij} (x^k_{ij} - \bar{x}^k_{ij}) + \frac{1}{2} \sum_{(i,j) \in A} \psi (x^k_{ij} - \bar{x}^k_{ij})^2 \right) \tag{26}
\]
where $\phi_{rs}$ and $\phi_{kij}$ are respectively the Lagrange multipliers used to relax constraints (22) and (24), and $\rho$ and $\psi$ are penalty ratios. Note that the differences between each scenario solution and overall solutions can be penalized individually. The latter objective function may be reduced by taking advantage of the binary requirements of the service design variables, as follows:

$$
\min \sum_{s \in S} p_s \left( \sum_{r \in R} (f_r + \phi_{rs} + \frac{1}{2} \rho - \rho \bar{y}_r) y_{rs} + \sum_{(i,j) \in A} \sum_{k \in K} \left( c_{kij}^k + \phi_{kij}^k + \frac{1}{2} \psi x_{kij}^k - \psi \bar{x}_{kij}^k \right) x_{kij}^k + \sum_{r \in R} \sum_{i \in R} \left( \lambda_r^{(r)} (\eta_i^{(r)} - e_i^{(r)}) + \Lambda_r^{(r)} (\eta_i^{(r)} - B) + \sum_{k \in K} \lambda_k^k (\varepsilon_{ks} - b(k)) + \Lambda_k^k (\varepsilon_{ks} - B^k) \right) \right) \tag{27}
$$

Formulation (27), (16), (17), (20) and (21) is scenario separable, once an overall design $\bar{y}_r$ and an overall routing $\bar{x}_{kij}^k$ are fixed to given values. The model, then, decomposes according to the scenarios of set $S$.

The traditional application of the progressive hedging approach to our problem highlights two disadvantages. First, even though the difficulty related to the size of the original problem is split and distributed among sub-problems, each sub-problem assumes now a non-linear reformulation. In fact, if on one side the binary requirements of the service design variables allow a reduction of part of the objective function (26), the continuous nature of routing variables does not allow it and the reformulation ends up having quadratic routing variables, needing appropriate resolution methods.

In addition, such an approach involves the search of consensus of both service and routing decisions. In general, SND problems are degenerative in the sense that for a given network design several equivalent - in terms of costs - but different - in terms of paths - routings may be defined. Similarly, the same degeneracy may be observed during the first phase of the algorithm: if consensus is reached for design variables, several equivalent flow path solutions could be found for it, lengthening the convergence of phase one. The search of consensus seems, thus, to be inconvenient for such variables. In order to have a linear reformulation and overcome degeneracy problems, we do not consider all the first stage variables for consensus. Rather, we introduce a hierarchy of “importance” on first stage variables, looking for consensus only on a subset of them. In particular, consensus is still sought for design variables. Non-anticipativity design constraints (19) are relaxed at the beginning through the augmented Lagrangean method and enforced during the execution of the algorithm. As opposed, to the non-anticipativity routing constraints (18) a linear relaxation is applied. This leads to a linear reformulation of the problem, but stress even more the heuristic behavior of the approach.

The methodological approach proposed here, then, will be applied using the following reformulation of the problem:
\[
\min \sum_{s \in S} p_s \left( \sum_{r \in R} (f_r + \phi_{rs} + \frac{1}{2} \rho - \rho \bar{y}_r)y_{rs} + \sum_{(i,j) \in A} \sum_{k \in K} c_{ij}^k x_{ij}^k + \right.
\sum_{r \in R} \sum_{i(i) \in L(r)} \Lambda_{i(r)}(\eta_{i(r)} - c_{i(i)})_+ + \sum_{r \in R} \sum_{i(i) \in L(r)} \Lambda_{i(r)}(\eta_{i(r)} - B)_+ + \sum_{k \in K} \lambda^k(\bar{z}_{k} - b(k))_+ + \sum_{k \in K} \Lambda^k(\bar{z}_{k} - B^k)_+ \right)
\]

\[
\sum_{j \in N^+(i)} x_{ij}^k - \sum_{j \in N^-(i)} x_{j}^k = \begin{cases} w(k) & \text{if } i = o(k) \\ 0 & \text{if } i \neq o(k), i \neq d(k) \forall i \in N, \forall k \in K, \forall s \in S \end{cases}
\]

(29)

\[
\sum_{k \in K} x_{i(i)}^k \leq u_r y_{rs} \quad \forall i(r) \in L(r), \forall r \in R, \forall s \in S
\]

(30)

\[
x_{ij}^k \geq 0 \quad \forall k \in K, \forall (i, j) \in A, \forall s \in S
\]

(31)

\[
y_{rs} \in \{0, 1\} \quad \forall r \in R, \forall s \in S
\]

(32)

each sub-problem taking the form of:

\[
\min \sum_{r \in R} (f_r + \phi_{rs} + \frac{1}{2} \rho - \rho \bar{y}_r)y_{rs} + \sum_{(i,j) \in A} \sum_{k \in K} c_{ij}^k x_{ij}^k + \sum_{r \in R} \sum_{i(i) \in L(r)} \Lambda_{i(r)}(\eta_{i(r)} - c_{i(i)})_+ + \sum_{r \in R} \sum_{i(i) \in L(r)} \Lambda_{i(r)}(\eta_{i(r)} - B)_+ + \sum_{k \in K} \lambda^k(\bar{z}_{k} - b(k))_+ + \sum_{k \in K} \Lambda^k(\bar{z}_{k} - B^k)_+ \]

(33)

\[
\sum_{j \in N^+(i)} x_{ij}^k - \sum_{j \in N^-(i)} x_{j}^k = \begin{cases} w(k) & \text{if } i = o(k) \\ 0 & \text{if } i \neq o(k), i \neq d(k) \forall i \in N, \forall k \in K, \forall s \in S \end{cases}
\]

(34)

\[
\sum_{k \in K} x_{i(i)}^k \leq u_r y_{rs} \quad \forall i(r) \in L(r), \forall r \in R, \forall s \in S
\]

(35)

\[
x_{ij}^k \geq 0 \quad \forall k \in K, \forall (i, j) \in A, \forall s \in S
\]

(36)

\[
y_{rs} \in \{0, 1\} \quad \forall r \in R, \forall s \in S
\]

(37)

Note that now, activation cost of service \( r \) is composed by the expression \((f_r + \phi_{rs} + \frac{1}{2} \rho - \rho \bar{y}_r)\). Each sub-problem may be solved separately by applying efficient meta-heuristics approaches or even, when the size of sub-problems allows it, by an exact method. When sub-problems are solved,
from their solutions two kinds of information are simultaneously obtained: a vector which defines the activated service design \( y^s \) on scenario \( s \) and a vector defining the related routing of flows \( x^s \).

As classically done then, an aggregation operator brings together information about the variables for which consensus is looked for, from a sub-problem level to define what we called the overall design. As said, based on the “distance” of local solutions from it, costs are adjusted to guide toward consensus. We propose a first version of the algorithm only considering such scheme.

Nevertheless, in our case, we still do have additional available information, albeit scenario dependent: the routing of flows. Not considering such flow-information may disregard important insights related to the actual differences there may be in the utilization of the services selected in the different scenario sub-problem solutions. This amount of flow-information, which is given and do not require any additional effort when solving sub-problems, could be exploited as well in a search-of-consensus strategy. We propose, therefore, a second version of the algorithm in which such knowledge is considered in the seeking of consensus strategy.

The search of consensus is the objective of the first phase of the algorithm, at the end of which the second phase is performed. In this phase, a variables-reduced multi-scenario formulation is solved fixing those design arcs for which consensus has been reached, with the aim of finding the final solution of the original problem in terms of routing of freight and remaining design variables. Although some of the design variables are fixed, the remaining design and routing decisions are still taken before any stochastic information is revealed, still maintaining the structure of a two-stage formulation on those variables. The complete PHM procedure is described in the next session.

### 4.1 The Complete Progressive Hedging-Based Meta-heuristic

Let \( \nu \) define the iteration index of the meta-heuristic. At the initialization step, \( \nu = 0 \), \(|S|\) SSND-STT problems of the form (33) - (37), where the fixed costs of activating services equal the costs of the original problem, are solved. In the current implementation, sub-problems are solved optimally by using a linear solver. At the end of this step, \(|S|\) solutions are found defining different designs and routings.

#### 4.1.1 First Phase

The input of each iteration of Phase 1 is a set of \(|S|\) solutions defining designs and routings. They may come directly from the initialization step or from a previous iteration of Phase 1. The operation to carry out at each iteration of Phase 1 are the following:

- extracting the overall design from input solutions;
- modify the augmented Lagrangean parameters and penalty term \( \rho \);
- adjust the fixed cost considering both the global and the local adjustments rules.

After having performed the latter operations, sub-problems are solved again. Each sub-problem at each iteration takes the form of a deterministic SND problem with possibly modified costs from one iteration to the others in accordance with the before mentioned updates.
Extracting the Overall Design  The overall design summarizes into a single design the local information obtained by solving sub-problems and provided by the different scenario designs. It represents both an estimation of global trends and a referent point to “guide” iteration after iteration the sub-problems’ solutions toward consensus. In addition, its scope is also to define the constant values needed to allow separability during the running of the PHM. We use of an average function as aggregation operator (likewise as [Crainic et al., 2011b] and [Rockafellar and Wets, 1991]).

Given the scenario probabilities $p_s$, a weighted average is used to combine local information into the overall design as shown below:

$$\bar{y}_r^\nu = \sum_{s \in S} p_s y_{r,s}^\nu \quad \forall r \in R$$

The values of $\bar{y}_r^\nu$ are between 0 and 1, namely $\bar{y}_r^\nu \in [0, 1]$. When all scenarios agree on the selection status of a service $r$, consensus is observed and $\bar{y}_r^\nu$ assumes an integer value. In particular, if $\bar{y}_r^\nu = 1$, all scenarios agree on activate service $r$. As opposed, if $\bar{y}_r^\nu = 0$, all scenarios agree on not activate service $r$. Most of the time, instead, one observes that $0 < \bar{y}_r^\nu < 1$. In this case, a low - close to zero - value for $\bar{y}_r^\nu$ indicates a trend toward not activate service $r$; symmetrically, a high - close to one - value indicates a trend to activate that service.

Modifying the Augmented Lagrangean Parameters  The update is directly inspired by the augmented Lagrangean method and modifies Lagrangean multipliers and parameter $\rho$ considering the information related to design variables provided by the sub-problems resolution [Løkketangen and Woodruff, 1996; Rockafellar and Wets, 1991].

The objective of this adjustment is to give an incentive to the activation or not activation of a service when its status is different from that one in the current reference overall design. For any design variable $y_{r,s}^\nu$ in a scenario sub-problem $s$, at iteration $\nu$ three different occurrences may be observed (note that the scenario sub-problem design variable $y_{r,s}^\nu$ assumes only integer values, namely either 0 or 1):

- $y_{r,s}^\nu < \bar{y}_r^\nu$. In this case, service $r$ is not activated in scenario-design $s$, but the trend (the reference point $\bar{y}_r^\nu$) suggests that not all the other scenarios agree on this decision. The idea is, then, to promote the activation of that service by reducing its cost in the scenario sub-problem $s$;

- $y_{r,s}^\nu > \bar{y}_r^\nu$. This is the opposite situation, in which service $r$ is activated in scenario-design $s$, but not all other scenarios agree on this decision. The cost is adjusted so as to give a disincentive to activate that service within the scenario sub-problem $s$. The more sub-problems do not activate that service the stronger is the disincentive;

- $y_{r,s}^\nu = \bar{y}_r^\nu$. Here universal consensus is observed among the scenario sub-problems. This may concern both the activation or not activation of a service. The fixed cost, in this case, remains unchanged.

Let $\phi^\nu_r$ be the value of the Lagrangean multiplier associated with the non-anticipativity constraint of design variable $r$ of scenario sub-problem $s$ at iteration $\nu$, and let $\rho^\nu$ be the value of the penalty ratio at the same iteration. The parameters are then updated as follows:
\[
\phi^\nu_{rs} \leftarrow \phi_{rs}^{\nu-1} + \rho^{\nu-1}(y_r^\nu - \bar{y}_r^{\nu-1}) \quad \forall r \in R
\]  

(39)

\[
\rho^\nu \leftarrow \gamma \rho^{\nu-1}
\]  

(40)

Update rule (39) represents the steepest ascent step in the space of the dual problem [Mulvey and Vladimirou, 1991] and depends on parameter \(\rho^\nu\). Initially, \(\rho^0\) is set to an arbitrarily positive small value and is dynamically adjusted at each iteration through parameter \(\gamma\), which is a constant \(\gamma > 1\). Although dynamic adjustments of the penalty parameter are not covered by the convergence theory for the progressive hedging algorithm, in [Mulvey and Vladimirou, 1991] is found that this strategy can improve the overall convergence behavior.

**Fixed Costs Adjustments**  
Fixed cost adjustment modifies, globally at each iteration, the fixed costs of the design arcs with a status different from what a majority of the other arcs agree upon at the current iteration [Crainic et al., 2011b].

Starting from the reference point \(\bar{y}_r^\nu\) at iteration \(\nu\), the global adjustment attempts to favor what appears as the current trend among scenarios to include or exclude service \(r\) in the final network design. As explained before, a low value of \(\bar{y}_r^\nu\) indicates that the trend is to not activate service \(r\), as it is activated only in a small number of sub-problems. As opposed, a high value of \(\bar{y}_r^\nu\) indicates that the trend is to activate that service, meaning that it is activated within the majority of scenario designs.

As discussed in [Crainic et al., 2011b], one can conclude that when \(\bar{y}_r^\nu\) is less than a given threshold \(\text{thres}_{\text{low}}\), increasing the cost \(f_r\) of service \(r\) may drive the sub-problems to avoid activating it. On the other hand, when \(\bar{y}_r^\nu\) is higher than a given threshold \(\text{thres}_{\text{high}}\), lowering the cost \(f_r\) of service \(r\) should attract the scenario sub-problems to activate it. The thresholds may be fixed as less and more than half the scenarios.

When only design information are considered in costs adjustments, three occurrences may be observed and, following [Crainic et al., 2011b], cost modification operates in the following way:

\[
f_r^\nu = \begin{cases} 
\beta f_r^\nu & \text{if } \bar{y}_r^{\nu-1} < \text{thres}_{\text{low}} \\
\frac{1}{\beta} f_r^\nu & \text{if } \bar{y}_r^{\nu-1} > \text{thres}_{\text{high}} \\
 f_r^\nu & \text{otherwise}
\end{cases}
\]  

(41)

with parameters \(\beta > 1\), \(0 < \text{thres}_{\text{low}} < 0.5\), \(0.5 < \text{thres}_{\text{high}} < 1\) and \(f_r^\nu\) representing the modified activation cost of service \(r\) at iteration \(\nu\).

**Exploiting Local Flow Information**  
We also propose a further cost adjustment at a local level, which exploits the information related to the level of utilization of each activated service at a locally. This information is given when sub-problems are solved and does not imply extra efforts to have it.

At iteration \(\nu\) for a given service \(r\) and sub-problem \(s\), two information, as said, are available: the trend among scenarios related to the status of that service reflected by the reference point \(\bar{y}_r^\nu\) and its utilization rate in sub-problem \(s\) reflected by the sum of flows of the different commodities passing through the service leg \(i(r)\) on which service \(r\) travels along, defined as \(\sum_{k \in K} x_{i(r)s}^{kn}\). In this case, four occurrences may be observed:
with parameters $0 < \text{thresh}_{\text{low}} < u_r/2$, $u_r/2 < \text{thresh}_{\text{high}} < u_r$.

Case (42) defines a situation in which the trend among scenarios is to activate service $r$ operating on service leg $i(r)$ ($\bar{y}^\nu_r > \text{thresh}_{\text{high}}$), which is also highly utilized at a flow level in sub-problem $s$ ($\sum_{k \in K} x_{i(r)s}^{kv} > \text{thresh}_{\text{high}}^k$). The local adjustment we propose attempts, then, to favor the utilization of this service, lowering its activation cost and trying to “push” consensus toward the activation of service $r$.

Case (43) defines a situation in which the trend among scenarios is to not activate service $r$ operating on service leg $i(r)$ ($\bar{y}^\nu_r < \text{thresh}_{\text{low}}$), which is also slightly utilized at a flow level in sub-problem $s$, if the service $r$ is active ($\sum_{k \in K} x_{i(r)s}^{kv} < \text{thresh}_{\text{high}}^k$). The local adjustment attempts, then, to discourage the utilization of this service, increasing its activation cost and trying to “push” consensus towards the not activation of service $r$.

Case (44) defines the occurrence in which the trend among scenarios is to activate service $r$ ($\bar{y}^\nu_r > \text{thresh}_{\text{high}}$), which is however slightly utilized at a flow level in sub-problem $s$ ($\sum_{k \in K} x_{i(r)s}^{kv} < \text{thresh}_{\text{high}}^k$). The service leg $i(r)$ operated by service $r$ may be, thus, interpreted as a “safe” leg, which is activated in order to hedge against uncertainty, although it is not used at its maximum capacity. The local adjustment attempts, then, to favor the utilization of this service, lowering the activation cost of the service traveling trough it. The cost, though, is not decreased with the same degree as in case (42). Incentive and disincentive for the latter occurrences are shown below.

$$ c^\nu_{rs} = \begin{cases} 
\frac{1}{\pi^2} f^\nu_r & \text{if } \bar{y}^\nu_r > \text{thresh}_{\text{high}} \text{ and } \sum_{k \in K} x_{i(r)s}^{kv} > \text{thresh}_{\text{high}}^k \\
\frac{1}{\beta} f^\nu_r & \text{if } \bar{y}^\nu_r > \text{thresh}_{\text{high}} \text{ and } \sum_{k \in K} x_{i(r)s}^{kv} < \text{thresh}_{\text{low}}^k \\
\beta f^\nu_r & \text{if } \bar{y}^\nu_r < \text{thresh}_{\text{low}} \text{ and } \sum_{k \in K} x_{i(r)s}^{kv} < \text{thresh}_{\text{high}}^k \\
f^\nu_r & \text{if } \bar{y}^\nu_r - 1 = 0.5
\end{cases} $$

Condition (45) appears as the most interesting. Here, the majority of the scenario sub-problems deactivate certain services, which are not only activated but also heavily used in a small subset of scenario sub-problems. In this occurrence, thus, service $r$ operating on service leg $i(r)$ is activated and highly used in scenario sub-problem $s$ ($\sum_{k \in K} x_{i(r)s}^{kv} > \text{thresh}_{\text{high}}^k$). Service $r$, however, in the majority of the other scenario sub-problems is not activated ($\bar{y}^\nu_r < \text{thresh}_{\text{high}}$).

The question raised here is how important these services could be with respect to the final design. That is, how a small subset of highly used but not agreed upon services should weight and influence a bigger set of services on which the majority of sub-problems agree on their (not activated) status. Should this minority of services be included or excluded from the final plan?
Should the methodology simply ignore this small set of services, considering also that each activated service involves costs?

The main problem is, therefore, how to consider the minority of services which satisfy condition (45). The strategy we propose, here, is described in the following. We try to limit at each iteration the number of services satisfying condition (45). When sub-problem $s$ is solved, the latter four conditions are verified. The number of services satisfying condition (45) are counted. In the next iteration when the same sub-problem $s$ is solved again, we try to solve it by limiting the number of those services. This goal is reached by adding to the linear reformulation of sub-problems, an additional constrain. Let $h^\nu_s - 1$ be the number of services satisfying condition (45) at iteration $\nu - 1$ for sub-problem $s$, at iteration $\nu$ sub-problem $s$ is solved (after the usual costs and multipliers modifications) by constraining the number of those service at $h^\nu_s = h^\nu_s - 1 - 1$. If a solution is found trend and costs modifications allow to switch to other services. If a solution is not found, the latter are necessary services to find a feasible solution in sub-problems $s$ and therefore are fixed at an overall level in next iterations.

In order to limit the number of those services, a new constrain, as said, is added to sub-problem $s$. We define the set $C^\nu = \{r \in R : \bar{y}^\nu_r < \text{threslow} \text{ and } \sum_{k \in K} x^\nu_{(r)k} > \text{thres}_{\text{high}}\}$ for each sub-problem $s$ at iteration $\nu$. In addition, we define the parameter $a^\nu_{rs}, \forall r \in R, \forall s \in S$ which assumes value 1 if service $r \in C^\nu_s$ and 0 otherwise. Let $h^\nu_s - 1$ define $|C^\nu_s|$, the new constrain added at iteration $\nu$ to sub-problem $s$ is then

$$\sum_{r \in R} a^\nu_{rs} y_{rs} \leq h^\nu_s - 1 \quad (47)$$

### 4.1.2 Second Phase

The second phase of the meta-heuristic is performed after a certain amount of iterations of the first phase, if consensus has only been reached for a subset of first stage design variables. The input of this second phase is, thus, the original multi-scenario problem reduced in terms of variables. That is, design variables for which consensus has been reached through the first phase are fixed and the multi-scenario problem is only solved considering the whole set of routing variables and the design variables for which consensus has not been reached. The output of the second phase gives the solution of the original problem.

Algorithm 1 sums up the entire procedures described above. We define the PHM considering only design cost adjustment PHM-D and the version considering design and routing costs adjustment PHM-DF.
Algorithm 1 The Hierarchic Progressive Hedging-Based Meta-heuristic

Initialization $\nu = 0$
1: $\phi^\nu_{rs} \leftarrow 0$, $\forall r \in R$, $\forall s \in S$;
2: $\rho^\nu \leftarrow \rho^0$;
3: $c^\nu_{rs} \leftarrow f_r$, $\forall r \in R$, $\forall s \in S$;
4: Solve the corresponding $|S|$ SSND-SDT sub-problems;

First Phase:
5: while stopping criterion is not met do
6: $\bar{y}^\nu_r \leftarrow \sum_{s \in S} p_s y^\nu_{rs}$, $\forall r \in R$;
7: adjust globally $f^\nu_r$, $\forall r \in R$ using equation (41);
8: if PHM-DF = TRUE then
9: adjust locally $c^\nu_{rs}, \forall r \in R, \forall s \in S$ using equation (46);
10: $h^\nu_s \leftarrow |C^\nu_s|$, $\forall s \in S$;
11: add constrain (47) with $h^\nu_{s-1}$ to sub-problem $s$;
end if
12: Solve the $|S|$ SSND-STT modified sub-problems;
13: if PHM-DF = TRUE then
14: while Solve == TRUE do
15: $h^\nu_s \leftarrow h^\nu_{s-1} + 1$;
end while
end if
16: $\nu \leftarrow \nu + 1$;
17: Update:
18: $\phi^\nu_{rs} \leftarrow \phi^\nu_{rs-1} + \rho^\nu \bar{y}^\nu_{rs} - \bar{y}^\nu_{r-1}$, $\forall r \in R$, $\forall s \in S$;
19: $\rho^\nu \leftarrow \gamma \rho^\nu$;
end while

Second Phase:
20: Fix the design variables for which consensus is obtained;
21: Solve the restricted multi-scenario formulation.

5 Experimental Plan

We propose two sets of experiments. The first has the scope of quantifying the benefits of explicitly considering stochastic travel time in the decision model rather having a deterministic time assumption. Therefore, this experiment only involves the resolution of small and medium-sized problem instances exactly. A number of instances with different characteristics - in terms of level of variability, number of commodities, wideness of delivery time windows and penalty costs - are solved considering the stochastic and the deterministic formulations. A stochastic formulation may easily be transformed into its respective deterministic counterpart by replacing the stochastic parameter by a point forecast. The results are, then, evaluated through a Monte Carlo simulation and compared. In addition, we also investigate the impact that the penalty parameter has on stochastic solutions, in particular, on the reliability of the resulting service networks. Problem instances are, thus, solved for increasing values of penalties, keeping all the other parameters (mentioned above)
The second part, instead, focuses on the algorithm and has the scope of qualifying the performance of the proposed meta-heuristic. A subset of instances used in the previous experimentations are addressed with the PHM (both PHM-D and PHM-DF approaches). Meta-heuristic results are, then, compared with exact solutions obtained by solving directly the multi-scenario formulations with CPLEX. In order to quantify the gain of using local flow information, solutions obtained by the PHM-D and PHM-DF are compared. Emphasis is also given to the impact of different parameter settings of the PHM.

Both mixed-integer linear programming models (deterministic and stochastic) were implemented in OPL language as well as the PHM. All experiments were conducted on an Intel Xeon X5675 with 3.07 GHz and 48 GB of RAM. Instances were solved by a standard linear programming solver, namely CPLEX 12.6 (IBM ILOG, 2016) with a branch and bound method.

In the following, problem instances, scenario generation procedures, results and analyses are presented.

### 5.1 Instances and Scenario Generation

The physical service network we consider in all our experimentations is inspired by that one used in [Crainic et al., 2014b], which consists of 5 physical nodes and 10 physical arcs (and shown in Figure 1).

![Figure 1: Physical Service Network](image1)

The service network is repeated for 15 periods and, as in [Crainic et al., 2014b], has a cyclic nature (see Figure 2).

![Figure 2: Time-Expanded Service Network](image2)

We consider 8 problem classes defining demand, differing in number of commodities and wide-
ness of delivery time windows. Each problem class \( P_{\text{class}} \) is identified by a couple of values.

The first defines the level of demand 1, 2, 3 or 4 which refers, respectively, to a low (15 commodities), a medium (20 commodities and 25 commodities) and a relatively high number of commodities (50 commodities). The second value refers to the wideness of delivery time windows, \( t \) or \( l \). The first is loose \( (l) \) and considers due dates after 11 – 14 periods after the availability dates of each commodity (over the total schedule length of 15 periods), the second is tight \( (t) \) and considers due dates after 9 – 12 periods after the availability dates (note that 7 is the minimum time period to use two consecutive services).

To answer demand a certain number of direct potential services are available (150 services) and a few number of potential services with one intermediate stop (7 services). The activation cost of a direct service is proportional to the distance that service covers (services need 3, 4 or 5 time periods to reach their destination). The activation cost of a service with an intermediate stop is 35% less than if for the same path two direct services would be activated. The set of services and their activation costs do not vary across instances.

The random event under study, namely the travel time between terminals in normal conditions, is represented by a random variable which must have specific characteristics. It should have a lower bound, since there is always a minimum time to cover the distance between two points defined by physical constraint (e.g., speed limits). After this minimum time, the probability should rapidly increase to a maximum representing the most usual or observed travel time realization (the mode) after which the probability should slowly decrease with a tail skewed to the right. In our case, the distribution also has an upper bound, since in normal condition infinite travel times are not ascertained (we do not consider a distribution with infinite tails). In our experimentation, thus, the random event is described by a Truncated Gamma (TG) probability distribution, which matches all the needed requirements (see Figure 3(a)).

The scenario generation process is, thus, performed by generating random values from a set of TG distributions (which differ by several characteristics, described in the following). A TG depends on two parameters alike a classical gamma distribution: a shape parameter and a scale parameter (for more details we refer to [Okasha and Alqanoo, 2014; Coffey and Muller, 2000; Chapman, 1956]). In our case, those parameters are estimated once the mode, the variance and the range (difference between upper and lower bounds of the truncation) are fixed. The mode is also used as travel time point estimation in the deterministic formulation of the problem.

To better demonstrate how uncertainty affects solutions, we assess 12 scenario classes. We considered 3 variability levels, measured in terms of standard deviation (low, medium and high) and three ranges. If on one side we always consider a same lower bound for the above mentioned distributions, on the other side three different upper bounds are chosen: the first is tight \( (t, \text{mode} - 30\% \text{ of a time period}) \), the second is medium \( (m, \text{mode} + 1 \text{ time period}) \) and the third is loose \( (l, \text{mode} + 130\% \text{ of a time period}) \). The looser the range is the wider the concept of “normal” travel time. Scenario classes \( S_{\text{class}} \) are thus identified by the couple level of variability \( (1, 2 \text{ and } 3) \) and range \( (t, m \text{ and } l) \).
In Figure 3(b) distributions for a same range and different standard deviations are plotted, while in Figure 3(c) distributions for the same level of variability and different ranges are shown. Experimentations are performed under 3 different levels of increasing penalty costs. The complete formulation (SSND-SDT) and single target formulations, only the target of service (SSND-ST) and only the target of demand (SSND-DT), are considered. The latter are built by simply fixing at 0 the penalties of the not-considered target.

6 Results and Analysis

Before reporting the results of the above mentioned and described evaluation and comparative analyses, in-sample and out-of-sample stabilities are discussed.

6.1 In-Sample and Out-of-Sample Stability

When random scenario generation procedures (such as sampling from a distribution) are involved, stability requirements assume great importance in order to verify the correctness of the scenario generation procedure and the representativeness of the generated values in order to avoid some kind of bias on the results of the optimization model. Two stability conditions must normally be satisfied by a scenario-generation procedure: in-sample and out-of-sample stability.
In order to verify stability requirements, tests were conducted only considering the highest variability level (level 3), but varying their ranges \((t, m\) and \(l)\), and the first 3 levels of demand. Each instance of each class was solved 10 times by generating new scenario sets.

In-sample stability achieving a difference between the highest and the lowest optimal values across scenario sets always less than 1% for each problem class is obtained by using sets of 30 scenarios. In Table 1(a) average results are shown for the third problem class and the third penalty level.

Out-of-sample stability was tested considering 30-scenario-sized sets to find solutions and 100-scenario-sized sets (generated from the same TG distributions used to construct the scenario sets for the optimization process) as the “true” stochastic phenomenon. A procedure similar to Monte-Carlo simulation is used to evaluate the solutions. The evaluation was performed by fixing the first-stage variables obtained as results of the stochastic programs on the 30-scenario-sized sets, and optimizing the temporal flow by solving again the the second stage on the 100-scenario-sized sets. In all cases, the difference between the highest and the lowest optimal values across scenario sets is less than 3%. To illustrate, we report in Table 1(b) average results for the same problem classes, scenario classes and penalty mentioned above.

Stochastic instances are, thus, solved considering a set size of 30 scenarios which is sufficiently large to ensure a good level of in-sample and out-of-sample stability, while being still easily solvable relatively fast to find optimal solutions. For a complete explanation and deeper details about in- and out-of sample stability, we refer to [Kali and Wallace, 1994] and [Kaut et al., 2007].

<table>
<thead>
<tr>
<th>(a) In-Sample Stability Test</th>
<th>(b) Out-of-Sample Stability Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>PClass-3t</td>
<td></td>
</tr>
<tr>
<td>SClass-3t</td>
<td>0.72</td>
</tr>
<tr>
<td>SClass-3m</td>
<td>0.77</td>
</tr>
<tr>
<td>SClass-3l</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 1: Stability conditions for the scenario-generation procedure

### 6.2 Formulation Evaluation

The evaluation analysis is performed considering 6 types of deterministic problem classes derived by the combined use of the first 3 levels of demand and the 2 different delivery time windows. For each class, we generated 10 instances for a total of 60 deterministic instances. For each deterministic instance, 27 stochastic instances are constructed, combining all the above described parameters between each others (3 levels of variability, 3 ranges and 3 penalty rates).

A solution, whether deterministic (SDM) or stochastic, consists of a set of activated services and the paths used by freight-flows to reach their destinations. Stochastic solutions are found considering the three formulations and are defined as (SSM-ST) when only service target, (SSM-DT) when only demand target and (SSM-SDT) when both are considered. A general comparison between deterministic and stochastic solutions is given related to the set up cost of the network: service activation costs plus routing costs. After that, a comparison among SDM, SSM-ST, SSM-DT and SSM-SDT is given considering their behavior when “plunged” in a stochastic environment, defined by a scenario set of 100 scenarios. The focus of this comparison are the costs raised as
In general, SDM have the typical characteristics of consolidation-based transportation networks: different commodities share the capacity of single services for the vast majority of their journey, passing through several intermediary stops and often idle there before arriving at destination. In addition, just-in-time arrivals of freight at destination (with respect to due dates) seem to be a widespread feature of SDM. Furthermore, in order to lower fixed costs, one-stop services are always privileged when possible with respect to no-stop services (which are more expensive in our setting).

SSM-ST set up costs are not very dissimilar from the corresponding SDM (note that we are comparing set up costs and not objective values). However, the set up costs of the SSM-ST highlight an interesting characteristic, which also represents the substantial difference between SSM-ST and SDM. Comparing the number of activated services, in almost all cases less services operate in SSM-ST than in SDM, even though the solutions share part of them. This may be explained as follows. In the experimentation, we assumed that travel time perturbations are independent among service legs, even though delays propagate in the network. If a service has one intermediate stop before reaching its destination and experiences a delay in its first leg, most probably it will arrive at destination (its second stop) later than as scheduled, unless in the second leg the observed travel time is much lower than the forecast and absorbs the delay. In general, having one-stop services means having a higher risk of paying for delays. Stochastic solutions, therefore, habitually move from less expensive indirect services to set up the network, to more expensive direct connections which, however, lower the risk of extra costs when actually the services really operate. The trend of SSM-ST is, thus, to activate only the strictly necessary services to fulfil demand. A higher routing cost seems to be a feature of SSM-ST compared to the SDM. Routing in the stochastic case appears, thus, more tricky since demand, in the majority of the cases, is delivered from their origin to their destination using less services with respect to SDM, leading to freight-paths which are more tangled and with longer idle time at intermediary stops. The set up cost of the network in SSM-ST, therefore, is the result of two opposite effects: on one side fixed costs are lowered as well as the number of activated services, on the other side routing costs are gradually increased. This characteristic of SSM-ST appears as in contrast with the documented effect that stochastic demand has on the design of a service network. In this case, in fact, the number of services is, normally, increased (see [Wang et al., 2016]) in order to hedge the effects of the uncertain phenomenon, here instead is decreased.

To illustrate, average results for instances belonging to the third problem class (SClass − 3t and SClass − 3l) solved considering increasing level of variability (scenario classes SClass − 1m, SClass − 2m and SClass − 3m) under the highest penalty level (level 3) are shown in Table 2, where set up costs, fixed activation service costs, number of activated services and routing costs are reported.
The opposite behavior, is observed for SSM-DT. SSM-DT set up costs are, in general, more expensive than the corresponding SDM. But differently from SSM-ST and similarly to the mentioned results related to stochastic demand, the increase of set up costs is directly related to the increase of the number of activated services. SSM-DT networks are built, in fact, in such a way to limit as much as possible the cases of just-in-time arrivals trying to deliver freight at least one period before due dates, if not even earlier. Sometimes, when an early arrival is not possible for a commodity entirely, it is split and part of it (the majority) is shipped in advance. To allow freight early arrivals, therefore, the number of activated services is increased with respect to SDM to deal with this purpose. Routing costs change as consequent depending on the activated services. If on one side tangle paths are a feature of SSM-ST, on the other side freight arrivals at least one period before due dates seem to be a feature of SSM-SD. Table 3 shows the same average results for the same problem classes, scenario classes and penalty level considered above.

<table>
<thead>
<tr>
<th></th>
<th>PClass-3t</th>
<th>PClass-3l</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set up</td>
<td>Fixed</td>
</tr>
<tr>
<td>SClass-1m</td>
<td>6326,5</td>
<td>136,2</td>
</tr>
<tr>
<td>SClass-2m</td>
<td>6330,7</td>
<td>135,9</td>
</tr>
<tr>
<td>SClass-3m</td>
<td>6333,6</td>
<td>131</td>
</tr>
<tr>
<td>SDM</td>
<td>6340,8</td>
<td>139,8</td>
</tr>
</tbody>
</table>

Table 2: Characteristic of SSM-ST

We define the full cost of a network as the set up cost plus the penalties raised for delays when simulating the behavior of the network with our Monte Carlo procedure. SSM-ST and SSM-DT show a full cost always lower than the corresponding SDM, showing that considering the stochastic nature of travel time explicitly in the decision process may hedge or, at least, reduce the effects and consequence of its uncertainty, despite an initial higher set up cost. To illustrate, we show in Tables 4 and 5 average results of our Monte-Carlo simulation procedure for the same problem classes, scenario classes and penalty level considered above in order to compare SDM and, respectively, SSM-ST and SSM-DT. In the tables, average full costs and penalties are shown. It is also specified if the average amount of penalty belongs to short or long delay.
### Table 4: Monte Carlo simulation analysis of SSM-ST

<table>
<thead>
<tr>
<th></th>
<th>PClass-3t</th>
<th>PClass-3l</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Cost</td>
<td>Tot Penalty</td>
</tr>
<tr>
<td>SClass-1m</td>
<td>17871.2</td>
<td>11544.7</td>
</tr>
<tr>
<td>SDM</td>
<td>18221.3</td>
<td>11880.5</td>
</tr>
<tr>
<td>SClass-2m</td>
<td>36835.2</td>
<td>30504.48</td>
</tr>
<tr>
<td>SDM</td>
<td>39439.9</td>
<td>33099.1</td>
</tr>
<tr>
<td>SClass-3m</td>
<td>46531.2</td>
<td>40197.5</td>
</tr>
<tr>
<td>SDM</td>
<td>50362.1</td>
<td>44021.3</td>
</tr>
</tbody>
</table>

SSF-SDT appears as the compromise between SSM-ST and SSM-DT, showing a not-direct-services and early-freight-arrivals oriented trends. The SSM-ST component, however, influences SSM-SDT the most. The set up cost, in fact, has exactly the same behavior as in SSM-ST when penalties or variability levels increase: a decrease of the activated services and fixed costs and a consequent increase of routing costs. Nevertheless, its SSM-DT component tries to limit the just-in-time delivery cases as well as favoring deliveries one period before their due dates, if not earlier. Routing appears, thus, very tricky since demand, in the majority of the cases, is not only delivered in advance in order to lower the expenses related to the late arrivals of freight but also moved through the network with less services than in SDM. Freight-paths seem to be even more tangled than in SSM-ST and including longer idle time at some intermediary stops. Average set up costs and performance results are shown in Tables 6 and 7.  

### Table 5: Monte Carlo simulation analysis of SSM-DT

<table>
<thead>
<tr>
<th></th>
<th>PClass-3t</th>
<th>PClass-3l</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Cost</td>
<td>Tot Penalty</td>
</tr>
<tr>
<td>SClass-1m</td>
<td>8647</td>
<td>2302.2</td>
</tr>
<tr>
<td>SDM</td>
<td>11068.5</td>
<td>4727.7</td>
</tr>
<tr>
<td>SClass-2m</td>
<td>13388.8</td>
<td>7688.1</td>
</tr>
<tr>
<td>SDM</td>
<td>21332</td>
<td>14991.2</td>
</tr>
<tr>
<td>SClass-3m</td>
<td>15615.6</td>
<td>9263.7</td>
</tr>
<tr>
<td>SDM</td>
<td>25199.9</td>
<td>18859.1</td>
</tr>
</tbody>
</table>

SSM-SDT appears as the compromise between SSM-ST and SSM-DT, showing a not-direct-services and early-freight-arrivals oriented trends. The SSM-ST component, however, influences SSM-SDT the most. The set up cost, in fact, has exactly the same behavior as in SSM-ST when penalties or variability levels increase: a decrease of the activated services and fixed costs and a consequent increase of routing costs. Nevertheless, its SSM-DT component tries to limit the just-in-time delivery cases as well as favoring deliveries one period before their due dates, if not earlier. Routing appears, thus, very tricky since demand, in the majority of the cases, is not only delivered in advance in order to lower the expenses related to the late arrivals of freight but also moved through the network with less services than in SDM. Freight-paths seem to be even more tangled than in SSM-ST and including longer idle time at some intermediary stops. Average set up costs and performance results are shown in Tables 6 and 7.
Table 6: Characteristic of SSM-SDT

<table>
<thead>
<tr>
<th></th>
<th>PClass-3t</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set up</td>
<td>Fixed</td>
<td>Tot.Serv</td>
<td>Routing</td>
<td>Set up</td>
<td>Fixed</td>
<td>Tot.Serv</td>
<td>Routing</td>
</tr>
<tr>
<td>SClass-1m</td>
<td>6347,2</td>
<td>136,9</td>
<td>31,6</td>
<td>6210,3</td>
<td>6703,5</td>
<td>170,2</td>
<td>38,6</td>
<td>6533,3</td>
</tr>
<tr>
<td>SClass-2m</td>
<td>6333,6</td>
<td>136,6</td>
<td>31,4</td>
<td>6219,4</td>
<td>6742,2</td>
<td>161,9</td>
<td>37,3</td>
<td>6580,3</td>
</tr>
<tr>
<td>SClass-3m</td>
<td>6365,9</td>
<td>135,1</td>
<td>31,2</td>
<td>6230,8</td>
<td>6765,5</td>
<td>156,4</td>
<td>36,3</td>
<td>6609,1</td>
</tr>
<tr>
<td>SDM</td>
<td>6340,8</td>
<td>139,8</td>
<td>31,4</td>
<td>6201</td>
<td>6694,8</td>
<td>177,1</td>
<td>39,5</td>
<td>6517,7</td>
</tr>
</tbody>
</table>

Table 7: Monte Carlo simulation of SSM-SDT

6.2.1 Impact of Penalties

The comparative analysis is performed considering all the instances examined above.

With the increase of the penalty parameter in stochastic formulations, the optimization attempts to enhance reliability in order to avoid large penalty costs when the plan actually runs. The higher the penalty is, the more robust the shipment plan results against travel time perturbations.

We first consider SSM-ST. As foretold, by increasing the penalty parameter the amount of total service delay in the transportation network decreases. As said, a way is to avoid not direct services, which activations decrease as the penalty increases. The major delay decrease concerns the most expensive delay, that is delay over the chosen threshold $B$. The higher the penalty, the lower are such delays. By an increase of three times the penalties (that is by tripling our need of reliability), the fixed cost of the network increases of about the 0.03% with a decrease of the amount of total delay of about the 3% of short delays and 10% of long delays.

Similar results are obtained by considering SSM-DT. Here, the increase of the penalty parameter push the optimization to increase the number of activated services in order to deliver the highest number of commodities possible at least one period before due dates, to avoid additional costs.
related to unexpected delays. The percentage of early freight arrivals is increased of the 8% when comparing solutions obtained considering the highest and the lowest level of penalty (consider that the number of commodities is 25 in total). The total amount of delay decreases of the 12%, which the vast majority relates to large delays (over the threshold $B^k$). This, at the expense of an initial additional set up cost of only the 0.05%.

In Table 8 the above mentioned increase of set up costs and decrease of amount of delay (expressed in percentage) of solutions obtained with penalty levels 2 and 3 are compared with solutions obtained with penalty level 1. Results still refer to the same problem and scenario classes considered in the previous section.

<table>
<thead>
<tr>
<th>Penalty</th>
<th>Demand Target</th>
<th>Service Target</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fixed Cost (%)</td>
<td>Short delay (%)</td>
</tr>
<tr>
<td>Penalty 1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Penalty 2</td>
<td>+0.01</td>
<td>-3.26</td>
</tr>
<tr>
<td>Penalty 3</td>
<td>+0.05</td>
<td>-7.48</td>
</tr>
</tbody>
</table>

Table 8: Effects of the increase of penalties on SSM-DT and SSM-ST

### 6.3 PHM Performance Analyses

Experimentations are here conducted considering instances belonging to all problem classes (from 1 to 4), the loosest delivery time window ($11 - 14$), the higher variability level ($\sigma = 0.25$) and the loosest time distribution range ($l$).

The parameters we fixed before running the algorithm are parameter $\gamma$, used in expression (40); $\text{thres}_{\text{low}}$ and $\text{thres}_{\text{high}}$ used in expression (41) as well as parameter $\beta$; lastly and only for version PHM-DF, $\text{thres}_{\text{low}}^k$ and $\text{thres}_{\text{high}}^k$. Same parameters’ values are used in both versions of the algorithm (PHM-D and PHM-DF). Fixed (and local) cost adjustments were performed with $\gamma = 1.1$ and $\beta = 1.1$; thresholds were set to $\text{thres}_{\text{high}} = 0.8$, $\text{thres}_{\text{low}} = 0.2$ for global adjustments and $\text{thres}_{\text{high}}^k = 1 + \frac{u_r}{2}$ and $\text{thres}_{\text{high}}^k = (\frac{u_r}{2}) - 1$ for local adjustments. Parameters are chosen based on the ones have been used in [Crainic et al., 2011b], after not having observed any significant changes in the meta-heuristic behavior for small changes of those values during some preliminary experiments. We consider, instead, different values of parameter $\rho^0$, ranging from 0.1 to 50, and different thresholds of reached consensus on services to stop phase one, ranging from 80% to 95%.

Table 9 displays the performance results of the meta-heuristic considering the PHM-D and PHM-DF approaches when applied to the selected set of instances. The reported values refer, respectively, to exact solutions ($\text{CPLEX}$) and the best solutions found using the PHM-D and the PHM-DF with $\rho^0 = 5$. First phase is either stopped when consensus is obtained on the 90% of design arcs or when a classical meta-heuristic criteria is satisfied, namely, reaching a total of 20 (first phase) iterations or after 4 hours (first phase) running time. Total computation time (expressed in seconds), number of iterations and relative gaps (from the solution obtained with $\text{CPLEX}$) are also reported.

$\text{CPLEX}$ solves in a very short time almost all instances, requiring few seconds for the easiest ones and about 2 minutes for the most complicated. Both approaches find in general very good quality solutions. The 45% of the instances are solved achieving the optimum. On the remaining instances, the relative gaps between the best found solutions and the optimum is always less than
How does the flow-information intervene? The PHM-DF approach seems to perform slightly better than the PHM-D approach with respect to the closeness to optimum. It succeeds, in fact, in lowering some relative gaps with respect to the PHM-D approach (relative gap of PHM-DF is on average 0.022% and the relative gap of PHM-D is on average 0.054%). The latter improvement, however, is reached at the expense of a higher number of iterations (on average 4.63 instead of 3.58) and, most important, a much longer running time, which sometimes even doubled PHM-D performances (the PHM-DF needs on average 58% more time than the PHM-D to solve instances). This additional effort is certainly due to the higher number of operations characterizing the PHM-DF with respect to PHM-D, and make the improvement in accuracy negligible compared to the additional time required to find solutions. In all cases the PHM-D algorithm stops phase one because the chosen consensus threshold is reached, while in the 25% of the cases the PHM-DF stops because the time limit was reached.

<table>
<thead>
<tr>
<th></th>
<th>CPLEX</th>
<th>PHM-D</th>
<th>PHM-DF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>13.11</td>
<td>3964.38</td>
<td>61.25</td>
</tr>
<tr>
<td>15</td>
<td>13.86</td>
<td>4538.18</td>
<td>114.24</td>
</tr>
<tr>
<td>15</td>
<td>12.95</td>
<td>3701.94</td>
<td>70.42</td>
</tr>
<tr>
<td>15</td>
<td>13.87</td>
<td>3834.58</td>
<td>101.16</td>
</tr>
<tr>
<td>15</td>
<td>14.21</td>
<td>4562.23</td>
<td>128.22</td>
</tr>
<tr>
<td>15</td>
<td>13.74</td>
<td>4679.08</td>
<td>120.91</td>
</tr>
<tr>
<td>20</td>
<td>32.53</td>
<td>6007.60</td>
<td>189.53</td>
</tr>
<tr>
<td>20</td>
<td>18.23</td>
<td>5061.42</td>
<td>172.41</td>
</tr>
<tr>
<td>20</td>
<td>23.14</td>
<td>6178.43</td>
<td>249.02</td>
</tr>
<tr>
<td>20</td>
<td>30.71</td>
<td>6532.49</td>
<td>350.09</td>
</tr>
<tr>
<td>20</td>
<td>16.15</td>
<td>4830.19</td>
<td>87.80</td>
</tr>
<tr>
<td>20</td>
<td>17.83</td>
<td>5216.48</td>
<td>116.97</td>
</tr>
<tr>
<td>25</td>
<td>24.90</td>
<td>7151.51</td>
<td>207.49</td>
</tr>
<tr>
<td>25</td>
<td>21.57</td>
<td>6245.17</td>
<td>104.80</td>
</tr>
<tr>
<td>25</td>
<td>27.10</td>
<td>6729.70</td>
<td>244.82</td>
</tr>
<tr>
<td>25</td>
<td>23.45</td>
<td>6968.70</td>
<td>176.93</td>
</tr>
<tr>
<td>25</td>
<td>29.54</td>
<td>7295.06</td>
<td>374.55</td>
</tr>
<tr>
<td>25</td>
<td>22.34</td>
<td>6638.79</td>
<td>89.24</td>
</tr>
<tr>
<td>50</td>
<td>48.26</td>
<td>14494.40</td>
<td>1682.03</td>
</tr>
<tr>
<td>50</td>
<td>51.19</td>
<td>15562.70</td>
<td>1806.54</td>
</tr>
<tr>
<td>50</td>
<td>90.65</td>
<td>15068.40</td>
<td>2514.37</td>
</tr>
<tr>
<td>50</td>
<td>49.37</td>
<td>15317.40</td>
<td>1871.77</td>
</tr>
<tr>
<td>50</td>
<td>123.89</td>
<td>14779.00</td>
<td>2024.23</td>
</tr>
<tr>
<td>50</td>
<td>50.38</td>
<td>15035.60</td>
<td>2177.47</td>
</tr>
<tr>
<td>Average</td>
<td>32.62</td>
<td>626.51</td>
<td>3.58</td>
</tr>
</tbody>
</table>

Table 9: Performances of CPLEX, PHM-D and PHM-DF with $\rho^0 = 5$

### 6.3.1 Impact of parameter $\rho^0$

The performance of the method is generally sensitive to the choice of the penalty parameter $\rho^0$, which scales the penalty term [Bertsekas, 2014]. Theory suggests that high values of the penalty parameter should induce faster, but often prematurely, convergence leading to ill-conditioned solutions. Conversely, small values of $\rho^0$ yield to weaker enforcement of the non-anticipativity constraints resulting in a more gradual convergence to, typically, better solutions after, however, many iterations [Wallace and Helgason, 1991; Mulvey and Vladimirou, 1991]. This is indeed supported
by empirical evidence also in our case. We solve the chosen instance set considering different values of $\rho^0$, ranging from 0.1 to 50. First phase is stopped when consensus is obtained on the 80% of service design arcs.

In Table 10, average performance results for both the PHM-D and PHM-DF are shown. They relates to average number of iterations, percentage of instances solved reaching the optimum as well as average relative gaps (with respect to CPLEX solutions). In line with the results known from the literature, when $\rho^0$ is small, convergence of the first phase is slow, but at the same time the mechanism has enough time to “absorb” all the information from the scenarios. For a big value of $\rho^0$, as opposed, convergence seems to be too fast and the methodology stops just reaching a local optimum in some cases. As shown in table, in fact, both approaches are able to solve some of the instances achieving the optimum, when $\rho^0$ is small. Increasing its value, however, induces a reduction of this number of instances from the 70% – 79% to the 58% – 62%. The accuracy of solutions decreases as well, as shown by the relative gaps (which are in all cases always very low and less than 1%). As already observed earlier, the PHM-DF always outperforms the PHM-D approach in relative gaps and number of instances solved reaching the optimum. Note that, in fact, the PHM-DF approach is able to solve at least the 75% of instances at optimum maintaining this standard till $\rho^0 = 5$, while the PHM-D not only is not able to reach this threshold but this percentage decreases as soon as $\rho^0$ increases. Regarding iterations, it seems that if $\rho^0$ is very low, the iterations needed by the PHM-DF are less than the PHM-D, as the additional flow information not only influences the accuracy of the solutions but allows the approach to converge sooner. Such a characteristic is lost already for $\rho^0 = 1$.

<table>
<thead>
<tr>
<th>$\rho^0$</th>
<th>PHM-D</th>
<th>PHM-DF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3,17</td>
<td>2.5</td>
</tr>
<tr>
<td>0.5</td>
<td>66.67</td>
<td>0.0504</td>
</tr>
<tr>
<td>1</td>
<td>66.67</td>
<td>0.0522</td>
</tr>
<tr>
<td>5</td>
<td>62.5</td>
<td>0.0542</td>
</tr>
<tr>
<td>10</td>
<td>62.5</td>
<td>0.0558</td>
</tr>
<tr>
<td>20</td>
<td>62.5</td>
<td>0.0598</td>
</tr>
<tr>
<td>50</td>
<td>58.33</td>
<td>0.0675</td>
</tr>
</tbody>
</table>

Table 10: Average performances of PHM-D and PHM-DF with different values of $\rho^0$

### 6.3.2 Impact of consensus threshold parameter

We solve the chosen instance set considering different values of consensus threshold to stop phase one, ranging from 80% to 95%. The value of $\rho^0$ is, instead, fixed to 5. Intuitively, the value of the threshold directly influences the number of iterations the algorithm needs to perform before stopping the first phase: the higher this value is, the more iterations are needed in phase one to reach the requested consensus threshold and pass to phase two. At the same time, however, it allows to start phase two with a higher number of fixed arcs, decreasing its complexity and increasing the accuracy of final solutions.

Results obtained and presented in Table 11 are congruent with the above described behaviors. Results concern the average number of iterations performed by the PHM-D and PHM-DF
approaches to find solutions, the percentage of instances solved reaching the optimum and the average relative gaps with respect to the optimum (suggested by CPLEX).

Both approaches have the same increasing-iterations and increasing-accuracy behaviors by changing the consensus threshold. PHM-DF keeps outperforming PHM-D for accuracy. Unfortunately - and as already observed before - this is at the expenses of a higher number of iterations (on average the 27% more) with respect to the PHM-D. Thresholds higher than 85% seem to only improve the accuracy level of the solutions of both approaches. The percentage of instances solved reaching the optimum does not change after it, while the relative gaps decrease, even though just at a (third for PHM-D and second for PHM-DF) decimal level.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>PHM-D</th>
<th>PHM-DF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iterations</td>
<td>(%) of Optimum</td>
</tr>
<tr>
<td>80%</td>
<td>1.88</td>
<td>62.5</td>
</tr>
<tr>
<td>85%</td>
<td>2.63</td>
<td>66.67</td>
</tr>
<tr>
<td>90%</td>
<td>3.58</td>
<td>66.67</td>
</tr>
<tr>
<td>95%</td>
<td>8.73</td>
<td>66.67</td>
</tr>
</tbody>
</table>

Table 11: Average performances of PHM-D and PHM-DF with different values of consensus threshold

It should be also noted, however, that the highest threshold (95%) seems to be too strict and first phases of both approaches stopped in most of the hardest cases not because the consensus threshold is actually attained, but just because the first phase time limit (4 hours) is reached. In Figure 4 the percentage of times first phase of PHM-D and PHM-DF stopped by reaching a chosen consensus threshold is reported.

We also solved some of those instances not considering the time limit as a stop rule. Solutions and relatives gaps do not change significantly (only after the third decimal place). What consistently changes is the number of iterations needed to reach that threshold and stop phase one (on average 20). Consensus thresholds and stop time limits should be appropriately chosen.
6.3.3 Final remarks on PHM-D and PHM-DF

In general, although both approaches find very good quality solutions (as the relative gaps obtained from the experiments suggest), they show slight different behaviors and characteristics in their performances. PHM-DF seems to extremely benefit of small $\rho^0$ parameters (note that in case of $\rho^0 = 0.1$ and $\rho^0 = 0.5$, PHM-DF even outperforms PHM-D in number of iterations) and high consensus thresholds (which allow to reach a 0.02% gap). The PHM-D approach seems to have a more stable behavior, for what concerns relative gaps, but a well-defined decreasing number of iterations behavior when the parameters are changed. In Figure 5(a) and Figure 5(b) relatives gaps are shown for increasing values of $\rho^0$ and consensus threshold.

The PHM-DF approach seems to enable the algorithm to reach better performances with respect to the PHM-D approach if only solution accuracy and precision are of interest. It should also be considered that even though flow-information is obtained just by solving sub-problems not requiring any extra operation, managing this additional information requires higher computational efforts. As mentioned before, the benefits of PHM-DF are negligible when compared to the considerable increase of time required to solve instances. It, thus, seems that the information of service trends (the PHM-D approach) is sufficient to find good solutions, making of the PHM-D approach a more suitable methodology to solve problem instances efficiently and quickly.

![Relative Gaps for different $\rho^0$ and fixed consensus threshold at 90%](image1)

![Relative Gaps for different consensus thresholds and $\rho^0 = 5$](image2)

(a) Relative Gaps for different $\rho^0$ and fixed consensus threshold at 90%

(b) Relative Gaps for different consensus thresholds and $\rho^0 = 5$

Figure 5: Relative Gaps for different $\rho^0$ and thresholds

All the above reported results are based on relatively small size instances and the application of the PHM approaches do not seem comparable with CPLEX, especially in terms of computation time. Nevertheless, through a simulation process a set of type-instances have been identified, for which CPLEX can not find a solution whereas our proposed algorithm is, instead, still able. The dimension of this set of instances is not far from the dimensions we used in the above described experimentations, highlighting the limitation of CPLEX to solve this kind of problems. In particular, the number of scenarios is increased up to 35, the number of services is increased up to 200 (with 20 not direct services) and the commodities are increased up to 85. The PHM-D approach is here only considered, with $\rho^0 = 5$ and a consensus threshold of 90%. Running times are high, on average about 4 hours. It should be noted, however, that at each iteration the PHM-D solves 35 big-sized SND problems. Nevertheless, it finds solutions, whereas CPLEX crashes after a short running time (on average after 10 minutes). In Table 12, performance results of 4 instances of that kind are shown. Objective, running time of phase one and two in minutes and number of iterations.
are reported.

<table>
<thead>
<tr>
<th>Instance</th>
<th>CPLEX</th>
<th>PHM-D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>—R—</td>
<td>—K—</td>
<td>—S—</td>
</tr>
<tr>
<td>200</td>
<td>85</td>
<td>35</td>
</tr>
<tr>
<td>200</td>
<td>85</td>
<td>35</td>
</tr>
<tr>
<td>200</td>
<td>85</td>
<td>35</td>
</tr>
<tr>
<td>200</td>
<td>85</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 12: Results of CPLEX and PHM-D algorithm with $\rho^0 = 5$ for big instances

7 Conclusion

SND formulations in which time is explicitly taken as a stochastic parameter have been neglected in favor of settings in which other stochastic parameters were taken into account (in particular demand). Nevertheless, considering such a random parameter explicitly in the decision process may be beneficial, in particular to reduce the impact that the uncertainty in travel time may have on service performances. The novelty of the topic considered here is supported by a review of the very few published contributions on SND problems with uncertain time, pointing out the lack of contributions dealing with this specific problem and highlighting, in addition, the need of further research in other directions.

In this paper, a formulation which scope is to build an economically-efficient freight transportation network respecting given quality targets consistently as close as possible hedging the uncertainty in travel time is proposed. The uncertainty considered here belongs to the so-called randomness class. A two-stage stochastic linear mixed-integer programming original formulation is proposed, where design and routing make up the first stage and the given targets are accounted in the second stage through a set of penalties. Furthermore, given the NP-hardness of SND problems and the inability of traditional solvers to find solutions for large instances in reasonable time, a progressive hedging-based meta-heuristic able to provide good quality solutions is, also, proposed. Results are presented showing the attractiveness of the presented formulation and the effectiveness of the proposed resolution methodology.

This work opens a number of interesting research avenues related to the problem setting itself and to the proposed meta-heuristic approach. Let us first start with the problem setting.

One aspect that could be considered involves the relaxation of the independence assumption among time distributions. On real application, in fact, the assumption of independence is not always true and a certain degree of correlation is always observed (even though negligible in some cases). In addition, extensions could be done considering both travel and operation times as stochastic parameters. Future research will certainly consider the possibility of a different recourse, upon observing a long delay. A common way is to activate ad hoc services to deliver the tardy shipments till destination. The second stage, then, will consider not only the already defined costs, but also the additional cost required to adjust the start-up shipment plan as well as the determination of new freight routes. Lastly, in this work we assumed that all resources to perform services and terminal operations (like power units, carrying units, loading/unloading units and crews) are given and we did not assume any particular restriction on them. Extensions could
concern the introduction of specific constraints about resources or, given the importance that idle
time plays, capacity restrictions at terminals.

Considering the meta-heuristic here proposed, several issues need further investigation and
a number of research avenues appear promising to improve its performances. In general, the
exploration of alternative mechanisms to modify costs to guide consensus towards a unique overall
solution is an avenue to further explore. For instance, some kinds of hybrid approach may be
considered in which fixed cost and variable cost adjustments may alternate, when given cost-
thresholds are satisfied. Perhaps, the most impacting improvement can be obtained by bundling
scenarios and creating multi-scenario sub-problems instead of single-scenario sub-problems, as done
in here. One research issue may then concern the impact of several criteria to divide scenarios.
Should scenario-groups partition or cover the original set of scenarios? Should the scenarios in each
group be (dis)similar? Intuitively, aggregation of scenarios should yield more rapid agreement in
solutions, involving however a higher complexity of sub-problems.

All the above mentioned extensions define new characteristics for the formulation and the
algorithm we considered in this work and interesting new problems to study and explore.
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