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Abstract. For several decades, researchers have developed optimization techniques for warehouse operations. These techniques are related in particular to the material handling, the order picking and storage assignment strategies for a myriad of warehouse configurations. It is often neglected that these strategies need to be regularly adjusted in order to adapt to changes in the demand and/or product offers. Most research on storage assignment provide excellent methods to determine where products should be located. However, the handling part of the problem is often set aside. Moving from one setup to another requires a large amount of work and disturbs regular order-picking operations. This paper presents the warehouse reassignment problem in order to minimize the total workload to reassign the products to their new locations. We demonstrate how one can move from an out-of-date storage assignment to a better one, in a minimum of working time. We introduce three different mathematical formulations and compare them through extensive computational experiments in order to identify the best one.
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1 Introduction

Warehouse operations are critical for the performance of distribution centers (DCs) and to the efficiency of supply chains. Placing products in the warehouse and picking them later are some of the most time and cost-consuming activities [6, 7, 3]. A good product location is crucial given the ever-increasing number of products and the pressure for shorter lead times [6, 9, 16]. Determining the best assignment of items to locations is known in the literature as the storage location assignment problem [8]. A storage assignment strategy is a set of rules which can be used to determine the best place to store each stock keeping unit (SKU) in a warehouse according to a variety of factors [11].

Naturally, products are not always required at a uniform rate, and their demand often happens in waves. This is due to seasonality, product replacement, or marketing efforts as presented in [1]. The frequency of products reassignment varies from a company to another, depending on the type of industry. Thus, today’s best product locations may be no longer optimal in a near future. In this case, it may be easy to compute the new desired situation, and identify which products should be moved to another location. However, one should still determine how to move products from the old to the new assignment. This is what we call the warehouse reassignment problem.

The storage strategy must be selected according to the picking method. Some policies do not consider product usage information, such as the random storage, while others, like class-based and full-turnover policies use the sales rate to determine the best location. For a review of classical assignment policies, the reader is directed to [7] and [6]. It is important to understand these policies in order to assess the tradeoff between a better assignment and the additional work generated by the movement of products. As reviewed in [12], most studies in this area have been devoted to re-warehousing, which involves extensive rearrangements of all locations, such as the multi-period storage location assignment problem. In these tactical strategies [14], it can be a better tradeoff to move just a subset of products, in a strategy known as healing [11] in which we try to maximize the gain with a limited number of reassignments.
present a tabu search heuristic to relocate items in a warehouse by simultaneously deciding which ones are to be relocated and their destination in order to satisfy the required throughput during peak periods. They do not consider cycles and assume that the items to be relocated to destinations are decision variables. [1] propose the rearrange-while-working strategy for unit-load storage. To do this, an AS/RS move the complete unit-load from a location to a workstation. When the picker has finished picking products, the remaining products of the unit-load is reassigned to a new empty location.

In this paper we are concerned with determining the best way to reassign products to new locations in a classical warehouse. To the best of our knowledge, very few studies discuss the time workload part of the process. The reassignment theory was first proposed by [4]. They propose a two-stage algorithm to minimize the travel costs required to rearrange the products. The first stage identifies how each of the cycles can be repositioned. A cycle is composed of two or more products that exchange their positions. The second stage uses dynamic programming to determine the sequence in which the cycles are performed. [13] study the same problem (which they label the reshuffling concept) but relax the assumptions regarding having only cycles that must be executed separately. By this, they need to consider that open locations will change throughout the realignment process. They propose a mathematical formulation for the realignment problem in cycles.

There are a major differences between our problem settings and that of [4] and of [13]. The most important difference is that they only allow to drop a product at an empty shelf, whereas we allow a product switch incurring a time penalty.

Definition 1. Products switch. Let product A be an occupied location, and product B already on the vehicle to be dropped at the position currently occupied A. The product switch is defined as dropping B on the floor (near the new location), removing A and also setting it aside on the floor, picking up and placing B inside the now empty location, and picking up A to ove it towards its destination.

By relaxing this assumption we create a more complex problem. Nonetheless, we propose a simpler and more flexible solution which can be used with or without the assumption of dropping at empty locations.
The main contributions of this paper are the development of exact methods for solving the warehouse reassignment problem that is still not widely studied in the literature. We present a new and original graph definition that allows great performance and flexibility. As will be demonstrated by our extensive computational experiments, our methods are very efficient and provide results close to optimality.

The remaining of this paper is organized as follows. Section 2 presents the problem formulation and an illustrative example of the reassignment problem. Section 3 presents the mathematical models and a set of inequalities to strengthen the formulations. Section 4 describes the computational details of our experiments, such as the software/hardware material, the instances generation, all the results from exact formulation methods and a simulation for a unit-load order picking system to showcase the benefits of the reassignment. Based on our observations, we also present an estimation of the working time of a reassignment corresponding to our instances with a current real-life technique. Finally, Section 5 concludes the paper and presents some research perspectives.

2 Problem formulation

Following the formulation of Christofides and Colloff [4] of the reassignment problem, let $A = [a_n], n \in \{1, \ldots, N\}$ be the initial assignment of products to $N$ locations, and let $B = [b_n]$, the desired final assignment. Thus, $a_n$ and $b_n$ are respectively the starting product and desired product at location $n$. We denote the I/O point as node 0.

Our problem applies to unit-load storage warehouse in which a product can be assigned to only one location at the time. If we have more than one pallet of a given product, we create as many dummy pallets required and equally divide the demand between them. Some locations are not occupied, and it is possible to move a product to an occupied location and operate a products switch. When this happens, it creates an additional handling time and forces to leave this location with the product that was previously there. All reassignment routes must begin and end at the I/O point (depot). The handling vehicle has a capacity of one pallet, and we assume that a product occupies an entire pallet and
location. Then the warehouse reassignment problem can be formally define as follows. Given a unit-load warehouse with an initial assignment $A$, a desired assignment $B$ and a maximum number of operators, the objective is to determine the set of routes followed be the pickers in such a way to minimize the total working time (traveling time, pick, drop and switch time).

Figure 1 shows an example of reassignment of products inside a warehouse. In the left part, we see the initial assignment $A$. The locations are colored according to the picking frequency of their products. From white, the less frequent, to black, the more frequently picked. Suppose that according to the fluctuation of demand and products availability, the new best assignment should be setup $B$, on the right side. We have to compute the material handling effort required to move from setup $A$ to $B$.

![Figure 1: Reorganization of products inside the picking area, colored by picking frequency](image)

We consider that we always pick a product from its previous location and drop it directly to its desired location. In other words, there is not an intermediate movement that temporarily places a product in a location that is not its final destination. The main difference with the problem solved by [4] is the fact that we accept to move a product to an occupied location. Obviously, this is not always the best alternative because the operator will need to switch the two products, which is costly in terms of handling time. To model this tradeoff, we add a penalty $\alpha$ to a drop at an occupied location that corresponds to dropping the new product on the floor (near the new location), removing the old one,
placing the new product inside the location, and retake the old one.

We now present the following reduced example of a picking zone with only eight locations in order to understand all involved product movements. Each picking location is indexed by a number. The product index inside the location is indicated by a letter. The initial assignment is \( A = [a, b, c, \emptyset, d, e, f, g] \) where \( \emptyset \) represents an empty location. The desired final assignment is \( B = [e, b, d, a, f, c, g, \emptyset] \). Note that only product \( b \) in location 2 stays in the same position. In Table 1, we show a quick route construction (not necessarily optimal) to move from an initial assignment \( A \) to a final assignment \( B \).

The left part of the table shows step by step the six modifications done to the assignment until we reach the final one. In the right part, we show the evolution of the route with the location numbers. A single arrow (\( \rightarrow \)) means that we move empty between two locations. A double arrow (\( \Rightarrow \)) means that we move with a product. A left-right arrow (\( \leftrightarrow \)) means that a product is dropped in an occupied location and we do a product switch. The first line of Table 1 shows the initial setup \( A \), and each line corresponds to an intermediate assignment. The last line designates the desired assignment \( B \). At each step, the moved product is in a gray cell.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Locations</th>
<th>Route</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>1</td>
<td>( a )</td>
</tr>
<tr>
<td>S1</td>
<td>( \emptyset )</td>
<td>1</td>
</tr>
<tr>
<td>S2</td>
<td>( e )</td>
<td>1</td>
</tr>
<tr>
<td>S3</td>
<td>( e )</td>
<td>1</td>
</tr>
<tr>
<td>S4</td>
<td>( e )</td>
<td>1</td>
</tr>
<tr>
<td>S5</td>
<td>( e )</td>
<td>1</td>
</tr>
<tr>
<td>S6</td>
<td>( e )</td>
<td>1</td>
</tr>
</tbody>
</table>

| \( B \) | 1 | \( e \) | 2 | \( b \) | 3 | \( d \) | 4 | \( a \) | 5 | \( \emptyset \) | 6 | \( f \) | 7 | \( c \) | 8 | \( g \) |

Table 1: Example of reassignment route construction

In the step S1, we move from the I/O point to location 1, picking product \( a \) and moving it to the empty location 4, letting location 1 temporarily empty (\( \rightarrow 1 \Rightarrow 4 \)).

Since location 4 was not occupied before the move, we leave this location empty and we choose to move towards location 6. In the step S2, we pick product \( e \) and move it to its final location 1 (\( \rightarrow 6 \Rightarrow 1 \)).

In step S3, we restart from location 1 and travel empty to location 3, picking \( c \) towards...
location 6, letting location 3 empty and filling location 6 \((\rightarrow 3 \Rightarrow 6)\).

In step S4, we move empty from location 6 and pick product \(d\) at location 5, now temporarily empty, and bring it to the empty location 3 \((\rightarrow 5 \Rightarrow 3)\).

In step S5 we go towards location 8, picking \(g\) and dropping it at location 7 which is occupied by product \(f\). We hence have to take product \(f\) from the location, drop it on the floor, pickup product \(g\) that was already on the floor, drop it at location 8 and finally pick up product \(f\) again. We assume the penalty \(\alpha\) associated with this move \((\rightarrow 8 \leftrightarrow 7)\).

In step S6, we move \(f\) to its final location 5 that we previously let empty and finish the route at the I/O \((\Rightarrow 5 \rightarrow \text{I/O})\). We have achieved the final positioning \(B\).

3 Mathematical models

This section presents different mathematical formulations for the warehouse reassignment problem.

Let \(P_i\) be a unit-load pick to perform at location \(i \in N \setminus \{a_i = \emptyset\}\). We define the set of all picks \(P = \bigcup_{i \in N \setminus \{a_i = \emptyset\}} P_i\). Let \(D_i\) be the drop to perform at location \(i \in N \setminus \{b_i = \emptyset\}\). We also define the set of all drops \(D = \bigcup_{i \in N \setminus \{b_i = \emptyset\}} D_i\). We define \(R_i\) as the destination (drop) associated with pick \(P_i\). Table 2 presents an example of components of set \(R = \bigcup_{i \in N} R_i\).

In this table, the product from location 1 has to be moved to location 2. Thus, location 2 corresponds to \(R_1\). \(R_2\) corresponds to location 1 as it is the destination of pick on location 2, thus \(P_2\).

| \(N\) | 1 \(\ \ \ \ | 2 \ \ \ | 3 \ | 4 \ | 5 |
|-----|-----|-----|-----|-----|
| 1   |     | \(R_1\) |     |     |     |
| 2   | \(R_2\) |     | \(R_3\) | \(R_4\) |     |
| 3   |     |     |     |     |     |
| 4   |     |     |     |     |     |
| 5   |     | \(R_5\) |     |     |     |

In order to formulate the problem, let \(u_i\) be the time at which the vehicle leaves location \(i\). Other variables are model-specific and are presented with each of the following three
models. Let the time limit of a route be $L$.

### 3.1 Three-nodes formulation (M1)

In this section we develop a graph definition especially designed for this problem. It will allow us to track information on the status of a location over time. We consider three types of actions that can be performed for each location, each represented by one node. The first two are related to dropping a product at the location or picking the product, represented by the sets $\mathcal{D}$ and $\mathcal{P}$. The third type of action is related to what happens after a drop in an empty location. This means that we are leaving the location empty, without any product on the vehicle and without doing a product switch. For representing this action at each location, let $\mathcal{E}_i$ represent an empty node at location $i \in N \backslash \{b_i = \emptyset\}$. We define the set of all possible empty locations $\mathcal{E} = \bigcup_{i \in N \backslash \{b_i = \emptyset\}} \mathcal{E}_i$.

**Definition 2. Empty node.** For a location $i \in N \backslash \{b_i = \emptyset\}$, let an empty node $\mathcal{E}_i$ be the immediate successor of the drop node $\mathcal{D}_i$ if $\mathcal{P}_i = \emptyset$ or if $u_{\mathcal{P}_i} < u_{\mathcal{D}_i}$, meaning that the picker has previously placed a product at location $i$ and left it without a product.

These three types of nodes per location are illustrated in Figure 2. This allows us to easily determine if a picker reaches a location with or without a product and if he leaves it with or without a product.

Figure 2 presents three possible sequences of nodes. A sequence starts and finishes without product and continues as long as the picker moves with a product.

In Figure 2a), we reach pick $\mathcal{P}_1$ in location 1, completing the reassignment request $\mathcal{R}_1$ by dropping it at its destination at location 2, corresponding to node $\mathcal{D}_2$. Since the destination was initially empty ($a_2 = \emptyset$), we just move to the empty node $\mathcal{E}_2$, completing the sequence for only one request.

In Figure 2b), the sequence starts and ends at the same location, creating a cycle. From pick $\mathcal{P}_1$, we go towards location 2 and node $\mathcal{D}_2$. Since there is already a product at this location, we have to go directly to $\mathcal{P}_2$. The destination of $\mathcal{P}_2$ is location 1, where we made $\mathcal{P}_1$ at the first step. Since we have emptied location 1, the path continues to the empty
node $E_1$, exiting location 1 without a product on the vehicle and ending the sequence. Two requests have been satisfied in this example.

In Figure 2c), we have an extension of case 1. This is a cascade of requests within occupied locations. We start with $P_1$. Its destination is drop $D_2$ at the already occupied location 2. We hence need to pick $P_2$ and so on, until we reach the drop node $D_3$ in the empty location 3 that will end the sequence. This case shows how a starting pick node can generate a potentially long sequence of multiple requests.

Finally, let $G = (V,E)$ be the full graph, where $V = D \cup E \cup P \cup 0$ is the set of all nodes and $E$ is the set of all arcs $x_{ij}$, where $i \neq j$, developed as follows:

$$x_{ij} \in E \text{ if } \begin{cases} 
  i = 0 \text{ and } j \in P \\
  i = E_n \text{ and } j \in P_m \cup 0 \quad \forall \ n,m \in N : n \neq m \\
  i = D_n \text{ and } j = P_n \quad \forall \ n \in N \\
  i = D_n \text{ and } j = E_n \quad \forall \ n \in N.
\end{cases} \quad (1)$$
In equation (1a) we have all arcs between the I/O point (node 0) and all picks. In (1b), we have arcs from empty nodes in $\mathcal{E}$ to pick nodes of different locations or returning to the I/O point. Equation (1c) sets the arc between the drop node and the pick node of the same location $n$ (if a pick exists in this location). In the same way, equation (1d) sets the arc between the drop node and the empty node of the same location $n$.

The cost (time) to move from node $i$ to another node $j$ is $c_{ij}$, according to their respective location and such that $(i, j) \in E$. We consider a constant movement speed. When arc $(i, j)$ corresponds to a product switch (arcs from equation (1c)), a penalty $\alpha$ is added to $c_{ij}$. For node $j \in \mathcal{P} \cup \mathcal{D}$ we define a service time $s_j$ corresponding to the time to drop or pick the product. For the sake of simplicity, we also add $s_j$ directly in $c_{ij}$.

We define the integer decision variable $k$ as the number of pickers used in the solution. We define $w_i$ as a continuous variable indicating the idle time at location $i$. Let $V' = V \setminus \{0\}$.

Table 3 presents a summary of the parameters, sets and variables used in our formulation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>set of locations</td>
</tr>
<tr>
<td>$c_{ij}$</td>
<td>travel time for arc $(i, j) \in E$</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>time limit of a route</td>
</tr>
<tr>
<td>$\mathcal{P}_n$</td>
<td>pick node of location $n \in N$</td>
</tr>
<tr>
<td>$\mathcal{D}_n$</td>
<td>drop node of location $n \in N$</td>
</tr>
<tr>
<td>$\mathcal{E}_n$</td>
<td>empty node of location $n \in N$</td>
</tr>
<tr>
<td>$\mathcal{R}_n$</td>
<td>destination of $\mathcal{P}_n$, $n \in N$</td>
</tr>
<tr>
<td>$V$</td>
<td>set of all nodes, $V = \mathcal{D} \cup \mathcal{E} \cup \mathcal{P} \cup 0$</td>
</tr>
<tr>
<td>$E$</td>
<td>set of arcs</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>binary variable equal to 1 if the arc $(i, j)$ is selected, 0 otherwise</td>
</tr>
<tr>
<td>$u_i$</td>
<td>departure time at node $i$, $i \in V'$</td>
</tr>
<tr>
<td>$w_i$</td>
<td>idle time at node $i$, $i \in V'$</td>
</tr>
<tr>
<td>$k$</td>
<td>number of routes in the solution</td>
</tr>
</tbody>
</table>

The mathematical formulation is the following:
\[
\begin{align*}
\text{Min } Z &= \sum_{(i,j) \in E} c_{ij} x_{ij} + \sum_{i \in V'} w_i & (2) \\
\text{subject to:} & \\
\sum_{i \in E} x_{io} &= k, & (3) \\
\sum_{j \in P} x_{0j} &= k, & (4) \\
\sum_{i \in V \{P\}} x_{ij} &= 1 & \forall j \in P, \quad (5) \\
\sum_{i \in V \{|(i,j)\} \in E} x_{ij} &= \sum_{k \in V \{|(j,k)\} \in E} x_{jk} & \forall j \in V', \quad (6) \\
u_i - u_j + \mathcal{L} x_{ij} &\leq \mathcal{L} - c_{ij} & \forall (i,j) \in E, \quad (7) \\
u_{P_n} &\leq u_{D_n} + (1 - x_{D_n,P_n}) \mathcal{L} & \forall n \in N : P_n \notin \emptyset, \quad (8) \\
u_j &\leq u_i + w_j + c_{ij} + (1 - x_{ij}) \mathcal{L} & \forall (i,j) \in E, \quad (9) \\
x_{P_n,R_n} &= 1 & \forall n \in N, \quad (10) \\
x_{ij} \in \{0,1\} & & \forall (i,j) \in E \quad (11) \\
0 &\leq u_i \leq \mathcal{L} & \forall i \in V, \quad (12) \\
0 &\leq w_i \leq \mathcal{L} & \forall i \in V, \quad (13) \\
k &\in \mathbb{N}. \quad (14)
\end{align*}
\]

The objective (2) minimizes the total workload corresponding to the sum of the traveling time (including penalties), the service time, and the idle time. Constraints (3) and (4) fix the number of routes that respectively exit and enter the I/O point. Constraints (5) ensure that all pick nodes will be visited and in the same way, performing all reassignment requests. Constraints (6) ensure the flow equilibrium at each node. Constraints (7) allow the chronometer increment of variable \( u_i \) considering the travel distance between \( i \) and \( j \) and the service time when applicable. This also removes all the possibilities of sub-tour within a solution. Constraints (8) ensure the pick node to be visited before the empty node of the same location. This constraint is valid if and only if the arc between the drop
and empty of the same location \((D_n, E_n)\) is used. Constraints (9) are used to fix the idle time variable \(w_j\) if an arc \(x_{ij}\) is used. Constraints (10) impose that the arc between a pick in \(P_n\) towards its destination \(R_n\) must be used since we have a unit-load system. Constraints (11) set the nature of variable \(x_{ij}\). Constraints (12) and (13) bound the variable \(u_i\) and \(w_i\), respectively, to a maximal value \(L\). Constraint (14) indicates that variable \(k\) is a positive integer.

### 3.2 Vehicle-indexed formulation (M2)

In this section we present a vehicle-indexed adaptation of the previous formulation. We use a set of \(M\) pickers and for each \(k \in M\) we set a starting node \(k^+\) and an ending node \(k^-\), all corresponding to the I/O point. We then define \(M^+\) and \(M^-\) as the set of I/O nodes. Finally, let \(W = M^+ \cup M^-\). We hence define variables \(x^k_{ij}\) equal to one if vehicle \(k \in M\) travels between \(i\) and \(j\), zero otherwise. Let redefine the set of nodes \(V = D \cup E \cup P \cup W\) and \(V' = V \setminus \{W\}\). Since we can now create a variable \(u_{k^+}\) and \(u_{k^-}\) for all \(k \in M\), we do not need idle time variables \(w_i\) to compute the total workload. Restrictions (1a) and (1b) for three index variables \(x^k_{ij}\) on set \(E\) are updated as follows:

\[
x^k_{ij} \in E \text{ if } \begin{cases} i, j \in M^+ \cup M^- & \forall k \in M \\ i \in E_n, j \in P_m \cup M^- & \forall n, m \in N : n \neq m, k \in M \end{cases}
\]

The model is the following:

\[
Min \, Z = \sum_{k \in M} (u_{k^-} - u_{k^+})
\]  

subject to:

\[
\sum_{i \in E \cup \{k^+\}} x^k_{ik^-} = 1, \quad \forall k \in M,
\]

\[
\sum_{j \in P \cup \{k^-\}} x^k_{k^+j} = 1, \quad \forall k \in M,
\]
\[
\sum_{k \in M} \sum_{i \in V'} x_{ij} = 1 \quad \forall j \in P, \tag{19}
\]
\[
\sum_{i \in (V' \cup M^+)} x_{ij} = \sum_{i \in (V' \cup M^-)} x_{ji} \quad \forall j \in V', k \in M, \tag{20}
\]
\[
u_i - u_j + L x_{ij}^k \leq L - c_{ij} \quad \forall (i,j,k) \in E, \tag{21}
\]
\[
u_{p_n} \leq u_{d_n} + (1 - \sum_{k \in M} x_{k_{d_n}e_n}) L \quad \forall n \in N : P_n \notin \emptyset, \tag{22}
\]
\[
x_{ij}^k \in \{0, 1\} \quad \forall (i,j,k) \in E, \tag{23}
\]
\[
0 \leq u_i \leq L \quad \forall i \in V. \tag{24}
\]

The objective (16) minimizes the total workload by taking the difference between the ending and starting time for all vehicles. Constraints (17) and (18) make sure that each vehicle starts and ends at the I/O point. Constraints (19) ensure that each pick node will be visited only once. Constraints (20) ensure the flow equilibrium at a node. Constraints (21) allow the chronometer increment of variable \(u_i\). Constraints (22) ensure the pick to be visited before the empty node of the same location when applicable. Constraints (23) and (24) define the nature of variables \(x_{ij}^k\) and \(u_i\) respectively.

### 3.3 Pickup and delivery formulation (M3)

This section presents how a general pickup delivery formulation [15] can be adapted to solve the reassignment problem. We use four types of variables. Variables \(z_i^k\) for each \(i \in P, k \in M\) equal to 1 if pick \(i\) is assigned to vehicle \(k\), 0 otherwise. Variables \(x_{ij}^k\) such that \((i,j) \in (V' \times V') \cup \{(k^+,j]|j \in P\}) \cup \{(j,k^-)|j \in D\}\), \(k \in M\) equal to 1 if vehicle \(k\) travels from location \(i\) to location \(j\), 0 otherwise. We still use variables \(u_i\) as the departure time from node \(i \in V \cup W\). Let \(y_i\) be the load of vehicle at node \(i \in V \cup W\).

The mathematical formulation is as follows:

\[
\text{Min } Z = \sum_{k \in M} (u_{k^-} - u_{k^+}) \tag{25}
\]
subject to:

\[ \sum_{k \in \mathcal{M}} z_k^i = 1 \quad \forall i \in \mathcal{R}, \quad (26) \]

\[ \sum_{j \in V} x_{ij}^k + \sum_{j \in V} x_{jl}^k = z_i^k \quad \forall n \in N, l \in \mathcal{P}_n \cup \mathcal{R}_n, k \in \mathcal{M}, \quad (27) \]

\[ \sum_{j \in V \cup \{k^-\}} x_{kj}^k = 1 \quad \forall k \in \mathcal{M}, \quad (28) \]

\[ \sum_{j \in V \cup \{k^+\}} x_{ik}^k = 1 \quad \forall k \in \mathcal{M}, \quad (29) \]

\[ u_p \leq u_d \quad \forall n \in \mathcal{N}, p \in \mathcal{P}_n, d \in \mathcal{R}_n, \quad (30) \]

\[ u_i - u_j + L x_{ij}^k \leq L - c_{ij} \quad \forall (i, j) \in E, k \in \mathcal{M}, \quad (31) \]

\[ y_{k^+} = 0 \quad \forall k \in \mathcal{M}, \quad (32) \]

\[ y_i \leq \sum_{k \in \mathcal{M}} z_i^k \quad \forall i \in \mathcal{P}, \quad (33) \]

\[ y_i - y_j + x_{ij}^k \leq 0 \quad \forall i, j \in V, k \in \mathcal{M}, \quad (34) \]

\[ u_{\mathcal{P}_n} - u_\mathcal{P}_n - (1 - \sum_{k \in \mathcal{M}} x_{\mathcal{D}_n \mathcal{P}_n}^k) \mathcal{L} \leq c_{\mathcal{D}_n \mathcal{P}_n} \quad \forall n \in N : \mathcal{P}_n \neq \emptyset, \quad (35) \]

\[ u_{\mathcal{P}_n} - u_\mathcal{P}_n + \sum_{k \in \mathcal{M}} x_{\mathcal{D}_n \mathcal{P}_n}^k \mathcal{L} \geq c_{\mathcal{D}_n \mathcal{P}_n} \quad \forall n \in N : \mathcal{P}_n \neq \emptyset, \quad (36) \]

\[ x_{ij}^k \in \{0, 1\} \quad \forall i, j \in V \cup W, k \in \mathcal{M}, \quad (37) \]

\[ z_i^k \in \{0, 1\} \quad \forall i \in \mathcal{P}, k \in \mathcal{M}, \quad (38) \]

\[ u_i \geq 0 \quad \forall i \in V \cup W, \quad (39) \]

\[ y_i \geq 0 \quad \forall i \in V \cup W. \quad (40) \]

The objective function (25) minimizes the total workload for all vehicles. Constraints (26) ensure that all pick requests will be served only once. With constraints (27), a vehicle enters or leaves a location \( l \) if it is a pick or a drop of a transportation request assigned to that vehicle. By constraints (28) and (29), we make sure that each vehicle starts and ends at the I/O point. Constraints (30) ensure that the pick is made before the drop of the same request. Constraints (31) ensure the correct increment of the departure time variables when an arc is used. Constraints (32) and (33) impose the initial and maximum load of the vehicle respectively. Constraints (34) make the correct increment of the load.
when applicable. Together, constraints (35) and (36) ensure that product switch at the same location will be done if a drop is made at a still occupied location. Constraints (37) to (40) define the nature of all involved variables.

3.4 Models lifting

In this section, we present how it is possible to strengthen the bound of timing variables for all models $M1$, $M2$ and $M3$. We also show how it is possible to remove the symmetry of the vehicle-indexed formulations, $M2$ and $M3$.

Between the starting point and the arrival point, a minimum path corresponds to a single reassignment request. We can tight the bound of $u_i$ variables for all pick $P$. Inequalities (41) and (42) are valid for all locations $n \in N$ such that $p = P_n$, $d = R_n$.

\begin{align*}
c_0p &\leq u_p \leq \mathcal{L} - c_{pd} - c_{d0} \quad (41) \\
c_0p + c_{pd} &\leq u_d \leq \mathcal{L} - c_{d0}. \quad (42)
\end{align*}

The Miller-Tucker-Zemlin constraints (7) can be lifted as presented by [10] by reducing the maximal value of $\mathcal{L}$. This can be done as follows, by considering the minimal travel time to the node $i$:

\begin{equation}
u_i - u_j + (\mathcal{L} - \min_k \{c_{ki}\})x_{ij} \leq \mathcal{L} - \min_k \{c_{ki}\} - c_{ij} \quad \forall (i,j) \in E. \quad (43)
\end{equation}

It is also possible to determine an initial valid lower bound considering that each reassignment request must be made. The lower bound is the following:

\begin{equation}
Z \geq \sum_{n \in N} c_{P_nD_n} + a \left( \min_{p \in P} \{c_{op}\} + \min_{d \in D \cup E} \{c_{d0}\} \right) \quad (44)
\end{equation}

\begin{equation}
a = \left\lceil \frac{\sum_{n \in N} c_{P_nD_n}}{\mathcal{L}} \right\rceil. \quad (45)
\end{equation}

Equation (45) states the minimum number of vehicles needed to cover the total travel times between a pick and its destination, including all the service time. Knowing this
number, we know that solution will at least perform this amount of work to cover the minimal distance between the I/O and first (and last) nodes. Inequalities (41) – (44) are valid for all three formulations.

An important weakness of a homogeneous vehicle-indexed formulation ($M2$ and $M3$) is the presence of solutions symmetry. We tighten these formulations by imposing the following symmetry breaking constraints:

\[
\sum_{j \in P \cup \{k\}} x_{kj}^k \leq \sum_{j \in P \cup \{k\}} x_{kj}^{k-1} \quad \forall k \in \mathcal{M} \setminus \{1\} \quad (46)
\]

\[
\sum_{l \in V \mid (l,i) \in E} x_{li}^k \leq \sum_{c \in V \mid (c,j) \in E} \sum_{j < i} x_{cj}^{k-1} \quad \forall i \in V', k \in \mathcal{M} \setminus \{1\}. \quad (47)
\]

Constraints (46) ensure that vehicle $k$ cannot leave the depot if the vehicle $k - 1$ is not used. This symmetry breaking rule is then extended to the locations by constraints (47) which states that if a request $i$ is assigned to vehicle $k$, then vehicle $k - 1$ must perform a request with an index smaller than $i$ [5].

## 4 Computational experiments

In this section, we provide details on the implementation, benchmark instances, and describe the results of extensive computational experiments. The description of the benchmark instances is presented in Section 4.1. In Section 4.2 we describe how we have evaluated and estimated the current solution of an industrial partner. This is followed by the results of our computational experiments in Section 4.3. Finally, Section 4.4 presents a return over the investment analysis, in terms of working time, of the reassignment process on a unit-load picking warehouse.

We use IBM CPLEX Concert Technology 12.6 as the branch-and-bound solver. All computations were executed on machines equipped with Intel Westmere EP X5650 six-core processors running at 2.667 GHz, and with up to 16 GB of RAM running the Scientific Linux 6.3. All algorithms were given a time limit of 3600 seconds.
4.1 Instances generation

An instance is a set of positions inside the warehouse, represented by an aisle number \(a\) and a section number \(s\). There is a number of empty locations \(e\) randomly positioned within the warehouse. A unique product is located at each non-empty location, representing the initial setup of the warehouse. Finally, each product is assigned to a new location. The number of aisles is \(a = \{1, 2, 3\}\), the number of sections is \(s = \{2, 3, 4, 5\}\) and the number of empty locations is \(e = \{\lceil 0.1(2as) \rceil, \lceil 0.2(2as) \rceil, \lceil 0.3(2as) \rceil\}\). That makes a total of 30 different instances, corresponding to one instance per configuration. Note that if two or more configurations with one aisle and the same number of sections lead to the same number of empty locations \(e\), we only create one instance. For example, one aisle and two section, the rounded up number of empty locations is always one for all proportion.

We also vary the experiments via a time limit \((\mathcal{L})\) of a reassignment route. This limit, in seconds, will be in \(\mathcal{L} = \{\infty, 1000\}\). We set the time penalty \((\alpha)\) to 30 seconds. The lift trucks have a constant speed of 1 m/s. We assume a service time \((s_i)\) of 10 seconds for all pick and drop nodes.

4.2 Real-case solution estimation

In order to validate the potential gain of the reassignment technique, it is appropriate to compare it against a real reassignment method. We will compare our method with that observed from a partner working in the industry of large volume food distribution. They have recently relocated all the products in their picking area. To do this, they removed all involved products from each aisle and put them in the consolidation zone, between the aisles and the docks. Afterwards, they positioned each product in its new location from this buffer storage space using one lift truck operator per aisle. We can easily compute the cumulative time of this operation using or travel time matrix \(c_{ij}\), including the service time.

It is assumed that products, once removed from their original location, are positioned just in front of their respective initial aisle. We will neglect the movements and distances
around the buffer zone. It is assumed that all products must be removed before starting the reassignment. To calculate the total work time, we compute four movements per product. The first one is between the buffer zone of the front of the aisle and the product. The second is the same distance, but in the opposite direction. The third (and fourth) between the buffer zone of the initial aisle and the new location (and way back in opposite direction). This is done for each request to obtain an estimate of the total time to relocate all products. We will call this method the *Case Study Heuristic* (CSH).

### 4.3 Results

This section presents the computational experiments of all three mathematical models over the benchmark instances and a comparison in terms of performance and characteristics. Table 4 presents these first results. The first three columns indicate the number of aisles, sections and empty locations, respectively. The fourth column shows the number of reassignment requests. The CSH column presents the results of the case study heuristic. As computing times are negligible, they are not reported. For each mathematical formulation (M1, M2 and M3), the table reports the upper bound (UB), the lower bound (LB), the optimality gap (Gap (%)) and the CPU time in seconds (Time (s)). All models are reported with all their respective valid inequalities.

We see that optimal solutions have been found for all instances with only one aisle ($a = 1$) for all three formulations. For instances with two aisles, formulation M2 and M3 begin to have difficulties to close the gap within the allotted time. Formulation M1 performs a lot better and finds optimal solutions for instances with up to three aisles. The total average optimality gap for M1 is only 2.9%. The gaps are a lot larger for M2 and M3 with 18.2% and 18.1% respectively. The best overall upper bound comes from M1 with 753.7. It corresponds to an improvement of 56% from the solutions of the case study heuristic. Formulation M1 finds the best lower bound for all instances. This formulation obtained 29 out of 30 best upper bounds. We see that formulations M2 and M3 have almost the same performance in terms of upper and lower bounds, gap and CPU times.

Table 5 presents the upper bound and lower bound of all three models without any
<table>
<thead>
<tr>
<th>Instances</th>
<th>CSHM1</th>
<th>M2</th>
<th>M3</th>
<th>UB</th>
<th>LB</th>
<th>Gap (%)</th>
<th>Time (s)</th>
<th>UB</th>
<th>LB</th>
<th>Gap (%)</th>
<th>Time (s)</th>
<th>UB</th>
<th>LB</th>
<th>Gap (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td>290</td>
<td>160</td>
<td>160</td>
<td>0.0</td>
<td>0</td>
<td>160</td>
<td>160</td>
<td>0.0</td>
<td>160</td>
<td>160</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td></td>
<td>515</td>
<td>280</td>
<td>280</td>
<td>0.0</td>
<td>0</td>
<td>280</td>
<td>280</td>
<td>0.0</td>
<td>0</td>
<td>280</td>
<td>280</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6</td>
<td>840</td>
<td>410</td>
<td>410</td>
<td>0.0</td>
<td>1</td>
<td>410</td>
<td>410</td>
<td>0.0</td>
<td>2</td>
<td>410</td>
<td>410</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
<td>740</td>
<td>300</td>
<td>300</td>
<td>0.0</td>
<td>0</td>
<td>300</td>
<td>300</td>
<td>0.0</td>
<td>0</td>
<td>300</td>
<td>300</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>1</td>
<td>1235</td>
<td>500</td>
<td>500</td>
<td>0.0</td>
<td>29</td>
<td>500</td>
<td>500</td>
<td>0.0</td>
<td>105</td>
<td>500</td>
<td>500</td>
<td>0.0</td>
<td>942</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>7</td>
<td>1205</td>
<td>500</td>
<td>500</td>
<td>0.0</td>
<td>1453</td>
<td>500</td>
<td>500</td>
<td>0.0</td>
<td>105</td>
<td>500</td>
<td>500</td>
<td>0.0</td>
<td>942</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>8</td>
<td>680</td>
<td>330</td>
<td>330</td>
<td>0.0</td>
<td>0</td>
<td>330</td>
<td>330</td>
<td>0.0</td>
<td>33</td>
<td>330</td>
<td>330</td>
<td>0.0</td>
<td>19</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>640</td>
<td>330</td>
<td>330</td>
<td>0.0</td>
<td>0</td>
<td>330</td>
<td>330</td>
<td>0.0</td>
<td>3</td>
<td>330</td>
<td>330</td>
<td>0.0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>9</td>
<td>1265</td>
<td>610</td>
<td>610</td>
<td>0.0</td>
<td>1453</td>
<td>640</td>
<td>430</td>
<td>31.7</td>
<td>3600</td>
<td>640</td>
<td>430</td>
<td>32.8</td>
<td>3600</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>9</td>
<td>1100</td>
<td>510</td>
<td>510</td>
<td>0.0</td>
<td>17</td>
<td>520</td>
<td>365</td>
<td>29.8</td>
<td>3600</td>
<td>520</td>
<td>365</td>
<td>29.8</td>
<td>3600</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>10</td>
<td>2050</td>
<td>900</td>
<td>790</td>
<td>12.2</td>
<td>3600</td>
<td>910</td>
<td>655</td>
<td>28.0</td>
<td>3600</td>
<td>910</td>
<td>655</td>
<td>28.0</td>
<td>3600</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>11</td>
<td>1700</td>
<td>680</td>
<td>680</td>
<td>0.0</td>
<td>1651</td>
<td>710</td>
<td>530</td>
<td>25.4</td>
<td>3600</td>
<td>710</td>
<td>530</td>
<td>25.4</td>
<td>3600</td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>12</td>
<td>2550</td>
<td>950</td>
<td>872</td>
<td>8.2</td>
<td>3600</td>
<td>1070</td>
<td>720</td>
<td>32.7</td>
<td>3600</td>
<td>1020</td>
<td>720</td>
<td>29.4</td>
<td>3600</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>13</td>
<td>1960</td>
<td>760</td>
<td>760</td>
<td>0.0</td>
<td>80</td>
<td>780</td>
<td>595</td>
<td>23.7</td>
<td>3600</td>
<td>760</td>
<td>595</td>
<td>21.7</td>
<td>3600</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>14</td>
<td>1240</td>
<td>650</td>
<td>650</td>
<td>0.0</td>
<td>875</td>
<td>670</td>
<td>475</td>
<td>29.1</td>
<td>3600</td>
<td>670</td>
<td>475</td>
<td>29.1</td>
<td>3600</td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>15</td>
<td>1150</td>
<td>610</td>
<td>610</td>
<td>0.0</td>
<td>13</td>
<td>640</td>
<td>475</td>
<td>25.8</td>
<td>3600</td>
<td>620</td>
<td>475</td>
<td>23.4</td>
<td>3600</td>
</tr>
<tr>
<td>17</td>
<td>16</td>
<td>16</td>
<td>2165</td>
<td>1060</td>
<td>921</td>
<td>13.1</td>
<td>3600</td>
<td>1140</td>
<td>785</td>
<td>31.1</td>
<td>3600</td>
<td>1120</td>
<td>785</td>
<td>29.9</td>
<td>3600</td>
</tr>
<tr>
<td>18</td>
<td>17</td>
<td>17</td>
<td>1895</td>
<td>860</td>
<td>860</td>
<td>0.0</td>
<td>985</td>
<td>910</td>
<td>685</td>
<td>24.7</td>
<td>3600</td>
<td>910</td>
<td>685</td>
<td>24.7</td>
<td>3600</td>
</tr>
<tr>
<td>19</td>
<td>18</td>
<td>18</td>
<td>3180</td>
<td>1550</td>
<td>1339</td>
<td>13.6</td>
<td>3600</td>
<td>1600</td>
<td>1180</td>
<td>26.3</td>
<td>3600</td>
<td>1630</td>
<td>1180</td>
<td>27.6</td>
<td>3600</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>20</td>
<td>2940</td>
<td>1380</td>
<td>1221</td>
<td>11.5</td>
<td>3600</td>
<td>1450</td>
<td>1060</td>
<td>26.9</td>
<td>3600</td>
<td>1480</td>
<td>1060</td>
<td>28.4</td>
<td>3600</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>21</td>
<td>2280</td>
<td>1030</td>
<td>1030</td>
<td>0.0</td>
<td>496</td>
<td>1120</td>
<td>780</td>
<td>30.4</td>
<td>3600</td>
<td>1070</td>
<td>780</td>
<td>27.1</td>
<td>3600</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>22</td>
<td>4175</td>
<td>1720</td>
<td>1477</td>
<td>14.1</td>
<td>3600</td>
<td>1900</td>
<td>1270</td>
<td>33.2</td>
<td>3600</td>
<td>1850</td>
<td>1270</td>
<td>31.4</td>
<td>3600</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
<td>23</td>
<td>3700</td>
<td>1470</td>
<td>1385</td>
<td>5.8</td>
<td>3600</td>
<td>1620</td>
<td>1180</td>
<td>27.2</td>
<td>3600</td>
<td>1600</td>
<td>1180</td>
<td>26.3</td>
<td>3600</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>24</td>
<td>3245</td>
<td>1410</td>
<td>1393</td>
<td>1.2</td>
<td>3600</td>
<td>1470</td>
<td>1100</td>
<td>25.2</td>
<td>3600</td>
<td>1520</td>
<td>1100</td>
<td>27.6</td>
<td>3600</td>
</tr>
</tbody>
</table>

Average: 1707.7 753.7 716.3 2.9 1333.5 788.0 602.7 18.2 2515.2 786.7 602.7 18.1 2524.5
timing valid inequalities (41) and (42), initial lower bound (44) and symmetry breaking inequalities (46) and (47). We see that M1 still found 20 out of 30 optimal solutions and gives very similar bounds. For both models M2 and M3, we see that after 9 requests, they are unable to find any valid lower bounds. That confirms the importance of inequalities proposed in Section 3.4.

The graph of Figure 3 presents the number of variables used for each formulation as a function of the number of reassignment requests given in the fourth column of Table 4. Instances with less than 7 requests has a restriction of only one vehicle. Since M2 and M3 are both vehicle indexed formulation, it is normal to see that the number of variables is very similar with M1 under 7 requests. For instances with 8 to 13 requests, two vehicles are allowed and three vehicles from 14 requests. The graph shows a rapid increase in the number of variables for M2 and M3.

![Figure 3: Number of variables](image)

Figure 4 presents the number of constraints for each formulation. For instances with 9 requests and more, the constraints number of M3 is rapidly increasing. For formulations with nodes per location (M1 and M2), the number of constraints increases less rapidly.

Figure 5 shows the time in milliseconds (ms) spent on average per branch-and-bound node for solving each relaxed problem. Again, from 9 requests the performance of formulation
<table>
<thead>
<tr>
<th>Instances</th>
<th>UB</th>
<th>LB</th>
<th>Gap (%)</th>
<th>Time (s)</th>
<th>UB</th>
<th>LB</th>
<th>Gap (%)</th>
<th>Time (s)</th>
<th>UB</th>
<th>LB</th>
<th>Gap (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>160</td>
<td>160</td>
<td>0.0</td>
<td>0</td>
<td>160</td>
<td>160</td>
<td>0.0</td>
<td>0</td>
<td>160</td>
<td>160</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>380</td>
<td>380</td>
<td>0.0</td>
<td>0</td>
<td>380</td>
<td>380</td>
<td>0.0</td>
<td>0</td>
<td>380</td>
<td>380</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>580</td>
<td>580</td>
<td>0.0</td>
<td>0</td>
<td>580</td>
<td>580</td>
<td>0.0</td>
<td>0</td>
<td>580</td>
<td>580</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1,000</td>
<td>1,000</td>
<td>0.0</td>
<td>0</td>
<td>1,000</td>
<td>1,000</td>
<td>0.0</td>
<td>0</td>
<td>1,000</td>
<td>1,000</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>2,000</td>
<td>2,000</td>
<td>0.0</td>
<td>0</td>
<td>2,000</td>
<td>2,000</td>
<td>0.0</td>
<td>0</td>
<td>2,000</td>
<td>2,000</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>3,000</td>
<td>3,000</td>
<td>0.0</td>
<td>0</td>
<td>3,000</td>
<td>3,000</td>
<td>0.0</td>
<td>0</td>
<td>3,000</td>
<td>3,000</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>4,000</td>
<td>4,000</td>
<td>0.0</td>
<td>0</td>
<td>4,000</td>
<td>4,000</td>
<td>0.0</td>
<td>0</td>
<td>4,000</td>
<td>4,000</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>5,000</td>
<td>5,000</td>
<td>0.0</td>
<td>0</td>
<td>5,000</td>
<td>5,000</td>
<td>0.0</td>
<td>0</td>
<td>5,000</td>
<td>5,000</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>6,000</td>
<td>6,000</td>
<td>0.0</td>
<td>0</td>
<td>6,000</td>
<td>6,000</td>
<td>0.0</td>
<td>0</td>
<td>6,000</td>
<td>6,000</td>
<td>0.0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 5:** Model performances without inequalities and initial lower bound
M1 is better than the other ones for almost all instances. This means that M1 is able to explore more nodes in the process and available time.

These results clearly demonstrate how the introduced formulation outperforms the other two, in particular the pickup and delivery formulation. With M1, we are able to solve to optimality instances with up to 17 reassignment requests in a reasonable amount of time. Formulations M2 and M3 have not been able to solve instances with more than 9 requests and their performance declines quickly after this threshold.

Recall that we allow two vehicles for instances with two aisles and three vehicles for instances with three aisles. For most instances, the solution tends to use all available vehicles. The main reason is because there will be fewer product switch involving a time penalty. For example, a second vehicle leaving the depot will directly pick a product at a location, enabling the first one to drop without a penalty. Coordinating several vehicles in the reassignment process thus presents a real advantage. We tested to reduce the time available for the vehicles for instances with two and more aisles. When a feasible solution is found, it leads to a similar distance to the solution without time capacity.
4.4 Simulation on a unit-load picking system

The reassignment process implies an important decision, since picking operations must be delayed (or strongly disturbed) while products are repositioned. For this reason, sometimes companies might hesitate to state the reassignment. However, one must consider that a bad assignment incurs higher picking cost/time. Thus, the reassignment should be seen as an investment whose value can be determined. To do this we simulate scenarios on the most basic picking system: a unit-load. We compute the total distance to pick all products from the pick list by making a round trip from the I/O point and the location of the product. The total distance before and after the reassignment can therefore be easily computed.

We generate picks list from 1 to 150 picks on the instance with 27 requests, such as the one on the last row of Table 4. Figure 6 presents the results of our simulation. It shows the total distance of the unit-load picking with and without the reassignment. Table 4 gives us the CSH total distance to reassign products and the distance from the best model (M1) that are not impacted by the long size of the picks list. It also shows the distance saved as the difference with the picking distance without and with the reassignment.
This allows us to delimit the gray area on the graph corresponding to the gain between our method and the CSH. Moreover, it shows that the distance saving is greater than the reassignment distance of our method at around 45 picks to do. In comparison, the saving distance because greater than the CSH distance after 110 picks. Since it is a very small warehouse example, this difference is important.

![Figure 6: Simulation of picking scenarios](image)

5 Conclusion

In this paper we have suggested a new formulation for the warehouse reassignment problem. We have then been able to solve instances in which we have to relocate a large set of products within the picking zone. Our new directed graph definition and model minimize the workload of relocating all the products in their new position. We have seen that the model is very efficient and allows to solve instances of realistic size with handling movement penalties. We have generated a dataset of benchmark instances for the reassignment problem. As shown, companies may opt for simpler methods, but which
dramatically requires more operation time and material handling. In comparison with a technique already used by an industrial partner, we can reduce on average by three times the workload of reassignment. We have been able to obtain a tight gap in most instances and for all given time capacity. Moreover, we have shown that on unit-load warehouse, the reassignment cost quickly pays off as the picking process becomes much more efficient. As future research and practice opportunities, we see that combining picking with reassignment operations can yield even higher savings.
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