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Abstract. In this paper we address the Two-Echelon Vehicle Routing Problem (2E-VRP), 

an extension of the classical VRP, where the delivery from a single depot to customers is 

managed by routing and consolidating the freight through intermediate depots that are 

called satellites. We present a family of Multi-Start heuristics based on separating the 

depot-to-satellite transfer and the satellite-to-customer delivery by iteratively solving the 

two resulting routing subproblems, while adjusting the satellite workloads that link them. 

We present computational results on a wide set of instances up to 50 customers and 5 

satellites and compare it with results from literature. Our methods over perform previous 

existent methods, both in efficiency and in effectiveness. 
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1 Introduction

In this paper, we address the basic, static version of the problem, denoted the Two-
Echelon Vehicle Routing Problem (2E-VRP), which is characterized by a single depot
and a given number of satellites. The first level routing problem addresses depot-to-
satellites delivery, while the satellite-to-customer delivery routes are built at the second
level. The goal is to ensure an efficient and low-cost operation of the system, where the
demand is delivered on time and the total cost of the traffic on the overall transportation
network is minimized. In Multi-Echelon Vehicle Routing Problems, delivery from one or
several depots to customers is managed by routing and consolidating the freight through
intermediate depots which are called satellites. This approach is closely connected to the
design of City Logistics systems for large cities, where it provides the means of efficiently
keep large trucks out of city centers, while the last leg of the distribution activities is
provided by small and environmental-friendly vehicles. This family of problems differs
from the multi-echelon distribution systems that can be found in the literature, which
focus on the utilization of facilities and the flow assignment between levels, while, in the
case we consider, the key elements concern the management of the fleet and the global
routing of vehicles in the system.

This problem is faced frequently in real life applications, both at the strategic level
(long term planning) and at the operational one (real-time optimization). Methods which
can be applied at both levels must be accurate, and at the same time, very fast. In fact, in
long term planning, the 2E-VRP is part of a simulation framework, which means it must
be solved several times during the optimization process and for this reason, computational
times should be short. Real-time optimization problems, for which a feasible solution is
needed in a quick short time, are often faced at the operative level. On the other hand,
accuracy of the solution, is also very important, because, in real applications, even a
small gain in the objective function could yield a great saving for the transportation
company.

No previously defined methods, either exact or heuristic, are able to solve large prob-
lems, which are very common in real applications. Our aim is to develop a tool which
could guarantee good accuracy while maintaining good efficiency.

In this paper we introduce and compare heuristics for the 2E-VRP, which are based
on separating first and second level routing problems and applying an iterative procedure
in which the two resulting subproblems are solved sequentially.

We also report the results of an experimental phase performed on instances of various
sizes and layouts. We present first an experimental phase on small instances, which
allowed us to compare our different heuristics, then we compare our best methods with
heuristics from the literature, and finally, we present computational tests on large size
instances, which cannot be solved by the methods obtained from the literature.
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We describe the problem statement in Section 2, while in Section 3 we give a literature
review. The methods are presented in Section 4 and we report the computational results
and analyses in Section 5. Conclusions and perspectives are presented in Section 6.

2 Problem statement

The distribution of freight cannot be managed by direct shipping from the depot to the
customers. Instead, freight must be consolidated from the depot to a satellite and then
delivered from the satellite to the desired customer. This implicitly defines a two-echelon
transportation system: the 1st level connecting the depot to the satellites and the 2nd
one the satellites to the customers.

Let us denote the depot with v0, the set of intermediate depots, called satellites with
Vs and the set of customers with Vc. Let ns be the number of satellites and nc the
number of customers. The depot is the starting point of the freight and the satellites
are capacitated. The customers are the destinations of the freight and each customer,i,
has an associated demand di, i.e. the quantity of freight that has to be delivered to that
customer. The demand of each customer cannot be split among different vehicles at the
2nd level. For the first level, we consider that each satellite can be served by more than
one 1st-level vehicle, therefore the aggregated freight assigned to each satellite can be
split into two or more vehicles. Each 1st level vehicle can deliver the freight of one or
several customers, as well as serve more than one satellite in the same route.

Let us define the arc (i, j) as the direct route that connects node i to node j. If both
nodes are satellites or one is the depot and the other is a satellite, we can define the
arc as belonging to the 1st-level network, while if both nodes are customers, or one is a
satellite and the other is a customer, the arc belongs to the 2nd-level network.

We consider only one type of freight, i.e. the volumes of freight belonging to different
customers can be stored together and loaded in the same vehicle for both the 1st and the
2nd-level vehicles. Moreover, the vehicles that belong to the same level have the same
capacity.

We define a route made up of a 1st-level vehicle which starts from the depot, serves
one or more satellites and ends up at the depot, as 1st-level route. A 2nd-level route is
a route made up of a 2nd-level vehicle which starts from a satellite, serves one or more
customers and ends up at the same satellite.

The fleet sizes are fixed and known in advance for both levels. All vehicles belonging
to the same level have the same capacity. Satellites are capacitated; their capacity
is defined as the maximum number of second level vehicles which can leave from it.

2
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Different satellites may have different capacities.

3 Literature review

Literature on multi-echelon systems is quite huge, but it is mainly focused on flow dis-
tribution, while routing costs are usually simplified, or not explicitly considered. The
problem we address is similar, but different, to the Multi-Echelon Capacitated Location
Distribution Problem, in which location and flow assignment are handled while no rout-
ing aspects are considered. For a complete survey of this problem the readers can refer
to Salhi and Nagy [11]. For what concern exact methods, different formulations and
relaxation have been presented in Gendron and Semet [6], while Albareda-Sambola and
Diaz [2] have provided a compact model and tight bounds. For the heuristics approach
reference can be made to Barreto et al. [3] who have developed several heuristics based
on hierarchical and non hierarchical clustering algorithms and to Wu et al. [12], who
have presented a type of heuristics that is based on a simulated annealing embedded
in a general framework for the problem solving procedure. Another similar problem is
the Inventory Routing Problem, which differs from our problem because it is based on
customers usage rather than customers orders, and more attention is given to the choice
of the moment in which to serve a customer, with respect to the choice of the way to
follow to reach it. For a survey on this subject we can refer the reader to Moin and Salhi
[8].

Due to the recent introduction of the problem, the literature on 2E-VRP is somewhat
limited. A formulation for the 2E-VRP has been presented by Perboli et al. [9], with
which instances of up to 32 customers have been solved to optimality. In the same paper,
the authors derived two math-heuristics that are able to address instances of up to 50
customers. Both of them are based on the LP model that is presented in the paper
and which works on customer-to-satellite assignment variables. The first math-heuristic,
called Diving, considers a continuous relaxation of the model and applies a diving proce-
dure to the customer-to-satellite assignment variables which are not integer. A restarting
procedure is incorporated to recover possible infeasibilities due to variables fixing. The
second one is named Semi-continuous ; in this method the arc usage variables are consid-
ered continuous, while the assignment variables are still considered integer. The method
solves this relaxed problem and uses the obtained values of the assignment variables to
build a feasible solution for the 2E-VRP. A general time-dependent formulation with fleet
synchronization and customer time windows has been introduced by Crainic et al. [5] in
the context of two-echelon City Logistics systems. The authors have indicated promising
algorithmic directions, but no implementation has been reported.

3

Multi-Start Heuristics for the Two-Echelon Vehicle Routing Problem

CIRRELT-2010-30



4 Heuristics for the 2E-VRP

In this paper we apply a separation strategy that splits the problem into two routing
subproblems, one at each level. The second level problem can be further decomposed
into n vehicle routing problems (VRPs), where n the number of satellites, one for each
satellite. In every VRP we consider as depot a satellite and as customers only those which
have been assigned to it. The customer-to-satellite assignment problem plays a crucial
role in the problem solving. In fact, if we suppose we know the optimal assignment, an
optimal solution can easily be obtained, by solving the VRP related to each satellite to
optimality, and the resultant VRP at the first level, in which we consider the satellites,
with a demand equal to the sum of the customers assigned to it, as customers. The 2E-
VRP can be treated as an assignment problem in which the objective function is given
by the solution of n+1 VRPs, which can be solved using methods form literature. Since
the computational time is due, in the greater part, to routing solving, we cannot neglect
this information while developing a fast heuristic method. In fact, methods involving
large neighborhood exploration, are not adapted to solve this problem, because of the
computational time needed to analyze each solution of the assignment problem. In order
to develop fast heuristics we need a mechanism which can guide us, in the solutions space,
to a promising solution, and allow us to obtain good results without exploring a high
number of solutions.

In this section we first present a quick method to find a feasible initial solution,
then, a local search heuristic which works on the perturbation of the initial assignments,
and finally a family of Multi-Start methods in which this local search is applied on
different solutions found applying a randomized perturbation on the customer-to-satellite
assignments. Different methods for returning to feasibility if the perturbed solution is
unfeasible are also presented.

All the methods work as follows:

1. An initial solution is computed
2. A local search is applied
3. A new perturbed solution is generated
4. If the solution is not feasible a feasibility search algorithm is applied
5. If the solution is feasible, and it is promising (it respects a quality threshold) local

search is applied
6. The procedure restarts from 3. until a maximum number of iteration is reached

4
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4.1 Initial solution computation

In order to find an initial solution, we have developed a spatial clustering type of heuris-
tics, from now on called First Clustering (FC). The initial clustering is based on the
direct shipment criterion, which assigns a customer to the satellite with the smallest
Euclidean distance. The assignment must be feasible, with respect to the fleet-size re-
striction (e.g., in a system with two satellites, a fleet of four vehicles with equal capacity
of 6000 units, and a total customer demand of 21000 units, an assignment resulting in a
demand of 13000 units for one satellite and 8000 units for the other requires at least 5
vehicles and is therefore not feasible). If the assignment is not feasible, the customer is
assigned to the second nearest satellite, and so on until a feasible assignment is found.

The resulting independent VRP can be solved using each exact or heuristics methods
for the CVRP. The cost of the second-level solution is computed as the sum of the
obtained VRPs solutions. The demand of each satellite is updated according to the
assignment and the first level VRP is solved. The combination of the first and second-
level VRPs yields a feasible solution for the 2E-VRP that is denoted the current solution
with a cost that is equal to the sum of the second and the first level routing costs.

4.2 The local search approach: A clustering based heuristic

The heuristic we present, named Clustering Improvement (CI) is a clustering based
heuristic which has the aim of improving the assignment given by the initial solution ob-
tained following a local search approach with a first improvement exploration technique,
in which the order is given by a distance based rule according to which the neighborhood
is explored. The considered neighborhood is defined as the set of assignments in which
only one assignment is different from the current solution. Since the neighborhood is
small, it can be explored in a quite short time. Nevertheless, computational times can be
ulteriorly reduced; in fact, since we explore first the most promising neighbors, when the
objective function reaches significant bad values respect to the current best, the prob-
ability to obtain an improving solution analyzing the following neighbors become very
low. For that reason we decided to define a percentage threshold δ, such that if, while
exploring the neighborhood we find a solution which has an objective function value
higher than the current best of more than δ, the exploration is terminated. The method
works as follows:

1. It starts from an initial solution
2. A neighborhood containing all the neighbors reachable changing one and only one

customer assignment is defined
3. The neighborhood is explored following a first improvement strategy
4. If a solution which does not respect a quality threshold or if all the neighborhood

5
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has been explored without finding an improvement the procedure terminates

The pseudocode of the algorithm is the reported in Algorithm 4.2.

Algorithm 1 Clustering Improvement
repeat

sort the customers, in increasing order according to the difference in distances be-
tween the customer and the satellite to which it has been assigned in the initial
solution and between the customer and the nearest satellite among the ones to
which it has not been assigned;
consider the first customer on the list and assign it to its second-nearest satellite;
if the new cluster assignment is not feasible with respect to the capacity constraints
then

consider the next customer in the list;
else

solve the small independent VRPs for the new clusters;
update the demand of each satellite according to the new assignment and solve
the first-level VRP;
compute the global cost of the new solution and compare it to the cost of the
current solution;

end if
if the new solution is better then

keep it as the initial solution;
re-start the procedure;

else
if the new solution is worse of more than a fixed percentage threshold δ then

terminate the algorithm
else

consider the next customer in the list
end if

end if
until the list is empty or a given stopping criterion (maximum number of iterations
or computing time) has been reached.

4.3 Multi-Start heuristics

Search methods based on local optimization that aspire to find global optima usually re-
quire some type of diversification to overcome local optimality. Without a diversification
phase, such methods can become localized in a small area of the solution space, with
very limited possibility of finding a global optimum. In recent years many techniques
have been proposed for the avoidance of local optima. One way to achieve diversification
is to re-start the search from a new solution once a region has been extensively explored.

6
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Multi-Start strategies can then be used to guide the construction of new solutions in a
long term horizon of the search process. Multi-Start methods are composed by an inten-
sification phase, which is normally a local search approach, (but it could be even a more
complex heuristic or metaheuristic), and a diversification phase, in which a new solution,
possibly in a different area of the solution space. For a complete overview of Multi-Start
methods we refer the reader to Marti [7].

We present a family of Multi-Start heuristics in which the intensification phase is
performed applying the Clustering Improvement (CI), while the diversification is actuated
by applying a randomized perturbation on the customer-to-satellite assignments, and
solving the resulting VRPs. This perturbation method do not imply the feasibility of
the obtained solution, because satellites capacity or global fleet size constraints can be
violated. If it happens, a feasibility search method (FS) for trying to render feasible the
solution is applied. More in details, if the global fleet size constraint has been violated we
try to move customers, chosen following a given rule, from the satellite to which belong
the less filled vehicle, to another satellite randomly chosen, in order to free that vehicle,
and repeat it for a number of iteration equal to the number of extra-vehicles we needed
to fulfill the demands. Instead, in case of a violation of the satellites capacity, we remove
customers, following an order created according to a given rule, from a satellite whose
capacity has been exceeded, and assign him to another satellite randomly chosen, until
the capacity constraint is again fulfilled. We repeat it for all the satellites in which the
constraint has been violated in the diversification phase. If the new obtained solution is
still unfeasible, we do not consider it and reapply the diversification phase in order to find
a new solution. The intensification phase is applied only on the most promising solutions,
i.e. the ones whose objective value is better of the current best or at least within the
percentage threshold δ. We introduce two different rules to generate perturbed solutions
and six different strategies for choosing customers to be reassigned in the feasibility
research phase. Each perturbation rule can be combined with any feasibility search
strategy. The procedure is repeated until a maximum number of iterations has been
reached. The pseudocode of the algorithm is given in the following.

Algorithm 2 Multi-Start heuristics

find an initial solution si

repeat
generate a perturbed solution sp

if the solution is unfeasible then
apply the feasibility search (FS)

end if
if the solution is feasible and it is better then current best or at least within the
threshold δ then

apply Clustering Improvement (CI)
end if

until maximum number of iterations has been reached.

7
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4.3.1 Perturbed solution generating rules

We have developed two different rules to generate perturbed solutions. Both are based on
the same idea, according to which we define an assignment probability of each customer
i to each customer j, called Pij, so that

∑
i Pij = 1. Furthermore, we apply a Russian

wheel algorithm, based on these probabilities, in order to determine the satellite to which
is customer must be assigned in the perturbed solution.

Algorithm 3 Perturbed solution generation

for i=1 to nc do
for j=1 to ns do

calculate Pij

end for
draw an integer number d in the interval [1, 100]
Pi0 = 0
j=0
repeat

if d ∈ [Pij, Pij + Pij+1] then
assign i to j

end if
until i has not been assigned

end for

According to the first rule, named Linear randomized rule (RAND1), the proba-
bility Pij is computed as:

Pij =
1− Dij∑

j Dij

n− 1
(1)

The second rule, named Majority Prize rule (PRIZE) works in a different way.
Probabilities are computed according to the first rules. They are multiplied by a reduction
coefficient r ∈ [0, 1]. A majority prize, MP , is given to the assignment with the highest
probability and a smaller prize, SP , is given to the assignment with the second highest
one, so that MP+SP = 1−r. The probability of the third highest probability assignment
remains unvaried, while all the other assignment probabilities are placed equal to zero.

The tendency of the first rule, especially in the case of a high number of satellites, is
to give more power to the random component. In fact when the number of satellites n
grows, all the assignment probabilities tend to assume a value close to 1/n. This implies
that we could potentially find perturbed solutions very far from the initial one, but would
be potentially unfeasible or with a very high objective function. The second rule partially
reduces the random component effect, thanks to the prizes we give to the most promising

8
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assignments. In this way, we can find perturbed solutions nearer to the initial solution
with respect to the first rule, while ensuring solutions distant enough from the initial one
are obtained in order to have an high diversification.

4.3.2 Feasibility search strategies

Six different strategies have been developed. In the first one, named DISTANCE we
move first customers with the highest distance from the satellite, whose reassignment
probably has a smaller impact on the cost increment. The second and the third, respec-
tively MAX WEIGHT and MIN WEIGHT are based on the customers demand.
According to MAX WEIGHT we move first the customer with the highest demand,
which allow us to free a vehicle moving the minimum number of customers, while accord-
ing to MIN WEIGHT, we move the ones with the lowest demand, which are easier to
be assigned to another satellite without violating capacity constraints. The other three
strategy apply on a functional which depends both on distance and demand. The first
customers to move are those with the highest value of the functional. This functional is
computed as F = αdisti + βdi where α and β indicate the weight we give to the criteria,
disti indicate the distance between customer i and the satellite to which it has been
assigned, while di represents the demand of customer i. The three strategies differ for
different couple of criteria weights. In 50D 50W the weights are both equal to 0.5, in
75D 25W more importance is given to the distance criteria (weight=0.75) with respect
to the demand one (weight=0.25), while in 25D 75W the criteria roles are exchanged
(distance weight=0.25, demand weight=0.25).

5 Computational tests

In this section we analyze the behavior of the above proposed heuristics in terms of
solution quality and computational efficiency. Computational tests are based on instances
with different sizes and layout instances, which are described in Section 5.1. Section 5.2
is devoted to presenting preliminary tests that are useful for comparing the different
Multi-Start heuristics among each others in other to determine the best parameters
setting. In Section 5.3 we compare some of the best Multi Start heuristics with Clustering
Improvement and, then, with the other heuristics obtained from the literature, the math
heuristics proposed by Perboli et al. [9] on small and medium sized instances (21-32
customers and 2 satellites, 50 customers and 2-3-4-5 satellites). All the computational
times have been obtained by scaling all the computational times to an equivalent CPU
time on a 2.5 GHz Intel Centrino Duo of 2.5 GHz by means of the SPECINT benchmarks
([1]). All the VRPs derived by the separation approach have been solved by the Branch
and cut method developed by Ralphs [10].

9
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5.1 Instances description

In this section, we introduce two instance sets for 2E-CVRP. The instances cover up to
50 customers and up to 5 satellites. The first set is taken from Set 2 by Perboli et al.
[9] and it contains different sized instances (21-32 customers with 2 satellites and 50
customers with 2-4 satellites). For all the instances, the depot has a central position
in the customer area. The amount of total demand is in the 90% − 95% range of the
maximum sustainable load (93, 375% and 91, 781%, respectively) to make sure vehicles
are “fully” loaded, while this still makes it relatively easy to find feasible solutions. The
cost due to loading/unloading operations is fixed to 0.

In order to broaden the scope of the analysis, we also generated a second set of
instances, with 50 customers and 2,3 and 5 satellites. These instances are generated by
combining three customer distributions and three satellite location patterns. From now
on, we will refer to them as, Set 4. Set 3 from Perboli et al. [9] has been not analyzed
in this paper because it contains the same instances as Set 2, with the depot placed in
an external zone, but Set 4 recreates the same situation using more realistic customers
distributions and satellites locations.

Three different customer distributions have been recreated, representing a regional
distribution, downtown and suburb zones in a large city, and a small town, respectively.
The three considered satellite distributions are the following: a random distribution, in
which satellites are randomly located around the customers area, a sliced distribution,
according to which the available area is split into some slices and one satellite is randomly
located for each slice, and the third one, which represent the case of city with limited
accessibility, (near a river, the sea, etc..) for which only a restricted zone is available for
satellites location. For a more accurate description of the instances generation the reader
can refer to Crainic et al. [4].

Two instances were generated for each combination of customer distribution, satellite
location pattern, and number of customers, for a total of 54 instances.

5.2 Multi-Start Heuristic tuning

In this section, we present the preliminary computational tests conducted on a small
subset of Set 4, effectuated applying all the possible combinations of the parameters,
perturbed solution generation rule and feasibility search strategy, in order to determine
the best tuning for the Multi-Start heuristics. In Table 1, we report, for each instance,
name, number of customers, number of satellites, value of the initial solution (FC), and
of the solution obtained by the local search (CI) with respective computational times (ex-
pressed in seconds), value of the solution obtained with each couple of parameters and

10
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correspondent computational time. For each method we report the sum of the objective
functions obtained on all the instances, the averaged computational time and the per-
centage improvement with respect to CI. Computational results show the good behavior
of all the methods with respect to CI, and the limited computational effort requested.
The overall best for each instance is underlined (if we have two or more methods which
reach the same result we consider as overall best the one reached in the smallest com-
putational time). Since, we cannot find a method which clearly outperform the others,
we decided to test on all the set of instances the best four parameters configurations
(PRIZE/50D 50W, PRIZE/75D 25W, PRIZE/25D 75W, RAND1/MIN WEIGHT).

11
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Table 1: Multi-Start heuristics tuning
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5.3 Comparison with the state of the art

In this section, we compare the heuristic we presented in the previous section among
each other and with two math-heuristics from literature: [9], DIVING and Semi-relaxed
SEMI.

The results obtained on the whole Set 2 (21-32-50 customers instances) are reported
in Table 2, while in Table 5 (reported in the Annex) we report results obtained on Set 4.
Both tables are organized in the same way. More precisely, we report, for each instance,
name, number of customers, number of satellites, value of the initial solution (FC), and
of the solution obtained by the local search (CI) with respective computational times
(expressed in seconds), value of the solution obtained with each couple of parameters
and correspondent computational time. Objective function and computational time are
reported also for DIVING and SEMI. The last column reports the best lower bound.
Values in bold correspond to optimal solution. For each one of our methods we report the
sum of the objective functions obtained on all the instances, the averaged computational
time and the percentage improvement with respect to CI. The overall best of each instance
is underlined. If it has been obtained by two or more methods, we consider as overall
best the one obtained within the lower computational time.
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Table 2: Computational results for Set 2
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As far as the Set 2 analysis is concerned, it can be noticed that all our Multi-Start
methods perform sensibly better than DIVING (around 4%) and SEMI (around 2%) in
quite smaller computational times. Even CI outperform DIVING and SEMI of respec-
tively, 2.97% and 0.75% within a computational time two order of magnitude smaller. If
we compare our results with the best known solution in literature (best between DIV-
ING and SEMI) all the Multi-Start procedures improve of more than 1%. Furthermore
we reach the overall best in the 59% of the cases, for an averaged improvement of the
literature of 2.63%.

If we analyze Set 4 results we can notice a similar behavior of our methods with
respect to Set 2. All our Multi-Start methods perform sensibly better than DIVING
(more than 3%) and SEMI (more than 1%) in quite smaller computational times. If
compared with the best known solution in literature (best between DIVING and SEMI)
Multi-Start procedures obtain very similar results within a computational time one order
of magnitude lower. The overall best is reached in the 53% of the cases and yield to an
averaged improvement of the literature of 3.44%.

CUSTOMERS OUR_BEST LIT_BEST GAP WINNING
RANDOM 27333.56 27581.84 ‐0.90% 44%
URBAN 26059.00 26153.75 ‐0.36% 50%
TOWN 25401.92 25882.64 ‐1.86% 50%

Table 3: Aggregated results for customers distribution

SATELLITES OUR_BEST LIT_BEST GAP WINNING
RANDOM 25555.07 25364.06 0.75% 44%
SLICED 25703.01 25877.38 ‐0.67% 50%

FORBIDDEN 27187.12 28251.96 ‐3.77% 50%

Table 4: Aggregated results for satellites distribution

In tables 3 and 4 we report for each kind of distribution, the sum of the best objective
functions found by our methods, the sum of the best objective functions in literature,
the gap between our performances and the literature (if it is negative it means that we
perform better) and the percentage of cases in which we perform better than the lit-
erature (winning cases). If we analyze aggregated results for customer distribution, we
can notice that we gain in all the cases with respect to the literature, even if the better
performances are reached in the case of a small town distribution, in which there is one
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centroid for each quadrants of the customer location area. This kind of distribution can
be also found in large American cities where population is not concentrated in a central
zone but is distributed in different high density distribution zones, and in provincial level
distribution. For what concern satellites distribution, we perform better than methods
from the literature, both in a sliced distribution and in a distribution for cities with lim-
ited access, which is the most common distribution we find in real applications, because
a lot of cities present geographic constraints (near the sea, near the mountains) which
limited the space, around the customer area, available for satellites location, and even if
there are not geographic restriction, there are often logistic ones, that avoid the use of
some areas. Furthermore, the random satellites distribution, the only one in which we
obtain results a little bit worse than literature, is very hard to find in real cases, because
the satellites location is always planned following different criteria, and is never done
completely random.

6 Conclusions

We have here presented a family of Multi-Start heuristics for the basic Two-Echelon Ve-
hicle Routing Problem, a distribution system where the delivery from a single depot to
customers is managed by routing and consolidating the freight through intermediate de-
pots that are called satellites. The heuristics are based on separating the first and second
level routing problems and on iteratively solving the two resulting routing subproblems,
while adjusting the satellite workloads (customer assignments) that link them.
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The experimental results have shown that they all perform well, particularly consider-
ing the very limited computational effort necessary, and are more efficient than methods
from the literature, which makes this two heuristics an important tool to solve the 2E-
VRP. Computational results show also the very good performances of our local search
approach, and a good quality of the initial solution computation method.

Future developments could address meta-heuristic frameworks working on neighbor-
hoods based directly on the customer positioning inside the routes, instead of acting
on the assignments, allowing to explore neighborhoods without recomputing for each
neighbors the whole routing but modifying it locally, which could allow to address larger
instances.
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Fonds québécois de recherche sur la nature et les technologies (FQRNT Québec) through
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Table 5: Computational results for Set 4
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