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A Three-Stage Matheuristic for the Capacitated Multi-Commodity Fixed-Cost Network Design with Design-Balance Constraints

1 Introduction

This paper proposes a solution strategy for the capacitated multi-commodity fixed-cost
network design problem with design-balance constraints (DBCMND), which is found in
several important application domains, notably in transportation and the design of the
service network of consolidation-based carriers when asset (resource) management issues
are jointly considered (Crainic and Kim, 2007). The design of efficient solution methods
for the DBCMND poses many challenges. The DBCMND is NP-hard and includes the
capacitated multi-commodity fixed-cost network design problem (CMND), which is also
NP-hard (Balakrishnan et al., 1997) as a particular case. The difficulty in addressing
the DBCMND, as compared to the more classical CMND, is actually compounded by
the strong interplay between the flow circulation and the design-balance property of the
design. Pedersen et al. (2009) actually states that even the search for feasible solutions
of the DBCMND is “far from trivial.”

We propose a three-stage matheuristic procedure combining exact and neighborhood-
based methods to address large DBCMND instances. We introduce two new heuristic
methods, based on tabu-search and path-relinking principles, respectively, which cooper-
ate to generate as many feasible solutions as possible. The tabu-search algorithm intro-
duces a variant of the cycle-based neighborhood (Ghamlouche et al., 2003) that exploits
the CMND substructure of DBCMND, and a minimum-cost maximum-flow formulation
to extract feasible solutions when the CMND ones do not respect the design-balance con-
straints. A different neighborhood structure is proposed for the restricted path-relinking
procedure, which aims to identify a large number of good feasible solutions in a com-
putationally efficient way. The feasible solutions generated by the two procedures are
then used to build statistical information and, thus, identify an appropriate part of the
solution space where an exact solver intensifies the search. Experiments show that the
proposed matheuristic performs well on problem instances with a large network and many
commodities.

The rest of the paper is structured as follows. Section 2 states the problem and recalls
the model formulation. Section 3 presents a brief literature review. Section 4 details the
proposed algorithm. We present and analyze the experimental results in Section 5, and
provide concluding remarks in Section 6.

2 Problem Statement and Model Formulation

The DBCMND is the combinatorial optimization problem where given a potential net-
work in terms of its arcs and a set of node-to-node, origin-to-destination (OD), demands,
one must select a set of arcs to satisfy demand at minimum total cost, while enforcing
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the so-called design-balance constraints where the number of design arcs entering and
exiting each node must be equal. Arcs are characterized by capacities limiting the total
flow of commodities (OD demands) that use them. A fixed cost is incurred when an arc
is selected (i.e., has positive flow), and a transportation cost is also paid for each unit of
commodity flow passing though the arc.

In terms of consolidation-based carrier planning, nodes correspond to terminals and
arcs to transportation services that could be operated between two terminals. The design-
balance requirements correspond to so-called asset-management concerns. Assets typi-
cally refer to the resources e.g., crews or vehicles, needed to operate the selected trans-
portation services, while asset management usually refers to the assignment of assets to
services and their eventual repositioning.

This problem can be modeled by an oriented graph G = (N, A), where the nodes, N,
represent the terminals, and the arcs, A, represent the transportation services between
these terminals. The set of commodities is noted P and represents the different products
that must be transported between particular origin and destination nodes. For each
commodity p € P, w, stands for the amount of commodity p that must be moved from
origin o(p) to destination d(p). A cost ¢}; per unit of commodity p is associated with
each arc (7, j) and represents the cost incurred when moving commodity p using this arc.
The fixed cost of selecting and using arc (7, 5) € A is noted f;;, and the capacity of the
corresponding arc is noted w;;.

Two sets of decision variables are associated with the formulation. A decision variable
y;; is associated with each arc: y;; = 1 if arc (4,7) is used and y;; = 0 otherwise. The
continuous variables xfj represent the flow distribution in the network in terms of the
quantity of commodity p moved on arc (i,7). The arc-based mixed-integer formulation
of the DBCMND Pedersen et al. (2009) is

min z(x, y) Z Z ij ”+ Z fi¥ij (1)

PEP (i,5)eA (3,7)€A

s.t. Z Yji — Z Yi; = O,WGN, (2)

JEN () JEN=()
Soah— Y a = &VieNVpeP, (3)
jen;t JEN,
Doal < wgyg VL) € A (4)
peEP
> 0,Y(,j) € AVpeP, (5)
yij € {0; 1}7V<Z7j) S A (6)
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In this model, N;" = {j € N|(i,j) € A} and N = {j € N|(j,i) € A} define
respectively the outward and inward neighbors of node i € N, while d? stands for the
flow value of commodity p at node ¢, which equals w, for i = o(p), —w, when i = d(p),
and 0 otherwise. The objective function (1) minimizes the total system cost, i.e., the fixed
cost of the selected arcs plus the routing cost of the commodities. Equations (2) are the
design-balance constraints, which ensure that the total number of open arcs terminating
at any node must equal the number of open arcs going out of that node. Constraints
(3) ensure flow conservation for each node and each commodity. Constraints (4), often
referred to as bundle or forcing constraints, state that the total flow on an arc (¢, j) cannot
exceed its capacity u;; when selected and must be 0 if it is not selected. Constraints (5)
and (6) are non negativity and integrality constraints for the decision variables.

We use the following notation borrowed from Pedersen et al. (2009) in the subsequent
sections of this paper. We define the node imbalance " = Zje/\/ﬂz‘) yij_zje/\/* (i) Yji tO be
the difference between the number of open outgoing arcs and the number of open incoming
arcs at node i. The total system imbalance YN = Y oien |4%| represents the total absolute
value of all the node imbalances. The mazimum absolute imbalance ™™ = mazx (|1'])
is the largest absolute value among all the node imbalances and indicates the difficulty
of achieving feasibility.

Figure 1: Design with node imbalance at each node.

Figure 1 illustrates these concepts on a five-node DBCMND instance. In this figure,
the solid arcs represent the current design. We can see that node A has two outgoing
design arcs and no incoming design arc, so ¥4 = 2; node D has two incoming design
arcs and one outgoing design arc, so ¥? = —1; etc. The total system imbalance is
YN = A + [P 4 |C| + |[WP] + [P = 6. We can interpret the node imbalance at a
given node i as the need for an additional |1)’| empty vehicles moving in or out of that
node. The cost of adding an empty vehicle is approximated by the average of the fixed
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cost of the arcs in the network f or by the average of the fixed cost of the closed arcs in
the network f.osed-

3 Literature Review

Network design formulations have a wide range of applications in transportation, logistics,
telecommunication, and production systems, in particular. Magnanti and Wong (1984),
Minoux (1989), and Crainic (2000) present generic models and applications of network
design together with solution methods. For specific application areas, see the reviews
of Christiansen et al. (2007), Cordeau et al. (1998), and Crainic and Kim (2007) for

optimization models in maritime, rail, and intermodal transportation, respectively.

Early work addressing asset-management issues in service network design includes
Kim et al. (1999), Armacost et al. (2002), and Barnhart et al. (2002) for multimodal
express network design, and Smilowitz et al. (2003) for multimodal package delivery with
design-balance constraints for ground vehicles. In all these works, there must be an equal
number of assets entering and leaving each node in the network. The solution methods
use ad-hoc techniques that take advantage of the specific structure of the problems.

Pedersen et al. (2009) introduced the design-balance notation and the DBCMND.
They proposed the first solution method for the DBCMND, a two-phase tabu-search
algorithm including a local search algorithm to handle the design-balance constraints
and restore feasibility. In the first phase of the tabu-search algorithm, neighbors are
obtained by either adding or dropping arcs from the current solution, while satisfying
the flow constraints but ignoring the design-balance constraints. A second phase seeks
to convert the last solution of the first phase into a design-balanced feasible solution by
generating solutions with a path-based neighborhood structure. At each iteration, the
procedure obtains neighbors by adding or removing paths from the current solution while
ignoring the flow constraints. The add/drop moves in this phase reduce the total system
imbalance by two after each iteration, but many iterations may be required to obtain a
design-balanced feasible solution.

Andersen et al. (2009a) and Andersen et al. (2009b) considered additional aspects
of asset management such as the management and coordination of multiple fleets and
fixed-length, cyclic schedules. This problem is denoted SNDAM. The authors compared
the cycle-based and path-based formulations of SNDAM, concluding that cycle-based
formulations contribute to efficient model solving. However, this study was based on an
a priori enumeration of cycles and paths, and it cannot be directly applied to instances
of realistic dimensions. Inspired by their previous work, Andersen et al. (2011) proposed
the first branch-and-price approach using a cycle-based formulation for the SNDAM.
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Chouman and Crainic (2010) proposed a hybrid of cutting planes and tabu-search
procedures. The latter included a cycle-based neighborhood structure that directly ad-
dresses the design-balance requirements, but does not account for the corresponding
flow-distribution feasibility. The need to verify this condition for each neighbor requires
to solve the associated minimum-cost multi-commodity network flow problem, which is
computationally very heavy.

Research into network design with asset management has thus been limited so far.
On the one hand, the existing exact solution methods have limitations on the size of
instances they may efficiently address. On the other hand, research on efficient meta-
heuristics able to address larger instances has been extremely limited. Our goal is to
contribute filling this gap, by returning to the generic DBCMND problem setting.

4 Proposed Matheuristic for the DBCMND

Our approach to the DBCMND exploits the natural complementarity between exact and
neighborhood-based search methods. Exact solvers can only partially explore the solution
space of large instances. To ensure success, the exploration should focus on promising
regions of the solution space. We use heuristic methods to find feasible solutions from
which we collect information that can be used to restrict the dimension of the problem.
Then, the restricted problem is addressed using an exact solver.

Algorithm 1 displays the implementation sequence of this strategy. In the first phase,
feasible solutions are identified using a tabu-search procedure initialized with a solution
that satisfies all the flow constraints but may not satisfy the design-balance constraints.
The feasible solutions found form the reference set of the path-relinking procedure that
is used in the second phase to generate more feasible solutions. The solutions found in
both phases are then analyzed in a third phase to determine which arcs can be fixed
open or closed. Fixing the status of some variables reduces the size of the problem; an
exact solver is then used to solve the reduced problem. The overall best solution of the
algorithm is usually found in the third phase.

4.1 Tabu-search phase

The tabu-search meta-heuristic (Glover, 1989, 1990) that we propose aims to avoid the
limitations in the contributions by Chouman and Crainic (2010) and Pedersen et al.
(2009). Relative to the former, we relax the requirement that neighbours must satisfy
the design-balance constraints when satisfying the flow constraints. In contrast to the
latter, we seek solutions that are DBCMND feasible at each tabu-search iteration. Thus,
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Algorithm 1 Proposed solution method template
Initialization. Solve a relaxed formulation of DBCMND to obtain an initial (possibly,
design-balance unfeasible) solution.
Phase 1 - Tabu search. First exploration of the solution space to identify feasible
solutions.
Phase 2 - Path Relinking. Using the solutions found by the tabu-search method as the
reference set, generate new solutions to enrich the feasible solution set.
Phase 3 - MIP Intensification. Use statistical information obtained from the feasible
solution set to fix variables and use a mixed-integer solver to address the corresponding
reduced-size problem.
Output the best solution found.

once a solution in the neighborhood of the current solution has been selected as the new
solution, our tabu-search method tries to restore feasibility with respect to the design-
balance constraints by solving a minimum-cost maximum-flow problem. As supported
by numerical experiments, compared to the search-based feasibility restoration approach
of Pedersen et al. (2009), our approach is much faster and always identifies the set of
arcs with the smallest possible cost.

4.1.1 Tabu-search neighbourhood exploration

The neighborhood definition is based on the cycle-based neighborhood of Ghamlouche
et al. (2003) proposed to explore the space of the design variables of the CMND. This
procedure identifies neighbors by first selecting a pair of nodes and two paths connecting
those nodes, thus forming a cycle. Next, the flow on one path of the cycle is redirected
to the other path (the alternative path) until the flow ceases on at least one arc.

Our cycle-based neighborhood procedure performs flow redirections that satisfy the
flow distribution but do not guarantee that the design-balance constraints will be satis-
fied. Flow redirection is performed independently for each commodity that has flow on a
given arc (7, ). This increases the chances of identifying neighbors that satisfy the flow
distribution constraints because the entire demand can be satisfied via several paths.

We further enhanced the procedure of Ghamlouche et al. (2003) by considering other
nodes, not always ¢ and j, as the source and destination nodes of the alternative path,
to facilitate the search for an alternative path for each commodity. Our flow redirection
procedure is a loop that iterates on the set of commodities, identifying alternative nodes
to nodes ¢ and j for each commodity p that has flow on arc (7,7), and computing an
alternative path to take the flow of commodity p from arc (7,7). We now describe the
implementation of this cycle-based neighborhood exploration procedure.

6 CIRRELT-2012-21
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Finding alternative source and destination nodes Let P;; = {p € P|z}; > 0} be
the set of commodities with flow on arc (i,7). To close arc (i,j), we have to redirect
this flow to other arcs while maintaining the flow constraints. We seek an alternative
source node s? for node ¢ and an alternative destination node t? for node j. For example,
suppose we want to remove arc (3,4) with a flow of 2 units in the single-commodity
graph of Figure 2. The flow on arc (3, 4) can be redirected to the subpath {(3, 7), (7,4)}.
However, if the alternative source and destination nodes of nodes 3 and 4 are 2 and 5,
then we can redirect the flow on arc (3,4) to subpath {(2, 3), (3, 7), (7, 4), (4, 5)}, or
subpath {(2, 7), (7, 4)}, or subpath {(2, 3), (3, 7), (7, 5)}, etc. We cannot start from
node 1 because arc (1,2) routes only 1 unit whereas arc (3,4) currently routes 2 units.

— —» Closed arc
—» Openarc

Xy x-current flow, y-capacity

Figure 2: Illustration of alternative origin & destination cycle nodes

For each commodity p, we need to find nodes s” and t? such that the path connecting
sP and t* passing through arc (i, j) can route at least xfj units of commodity p. We find
sP (respectively tP) using a breadth-first search algorithm starting from node ¢ (j). We
choose the node s? (¢?) that is the furthest from node i (j), where the distance is measured
by the number of arcs on each path. Intuitively, the greater the distance between s” and
i (7 and t?), the greater the probability of obtaining a feasible alternative path between
sP and tP.

The procedure for identifying an alternative source node s? is described in Algorithm
2. We initialize the queue with node . When a node v is popped from the queue, the
procedure tries to add another node w for which there is an arc (u, v) in the current design
and the flow 22 > asfj The last node v with no incoming arcs satisfying this condition
is chosen as the source node sP because we want to choose the node with the greatest
distance from node i. The version of Algorithm 2 that finds an alternative destination
node #? is similar and is not shown here.

Residual graph definition Once the alternative source node s” and destination node
t? are known, we proceed to compute a path connecting s and tP to redirect the

CIRRELT-2012-21 7



A Three-Stage Matheuristic for the Capacitated Multi-Commodity Fixed-Cost Network Design with Design-Balance Constraints

Algorithm 2 Source_Search((z, 7),p) Search for alternative source node s” for arc (i, j)
1. queue <1
2. while queue # @ do
3. v = queue.pop()
for each (u,v) € ANy, =1do
if 2, > 27;then
queue.push(u)
Save trace-back information
end if
9. end do
10. if queue = @ then s? = v, break
11. end while
12. return s

PN oot

flow of commodity p from arc (i,7). A residual graph GF = (N, A%) is generated
for this purpose for each commodity p. The set of arcs AZ} = A;z"’pe” U Af’d"sed
is defined as follows. All closed arcs are included in the residual graph if their ca-
pacity u;; is greater than or equal to the flow xfj of commodity p on arc (i,7), i.e.,
ARveosed — f(k 1) € A}y = 0 A ugg > xfj} Each open arc (k,l) (except arc (i,7)) is
included in the residual graph if its residual capacity ry; is greater than or equal to ;E]fj
or if arc (k,1) is in paths:

Af’Ope” = {(k:, ) e Al (ykl =1Ary> mfj A (k1) ¢ pathsvt) V(yw = 1A (k) € pathsyt)} )

The residual capacity of (k) is ry = ug + 2 — >
TR = Uk — D _,ep Ty, Otherwise.

beP zh,, when (k,l) € pathg;, or

The cost of a closed arc (k,l) € A;z’d"sed is the fixed cost f; of opening the arc plus
the cost of routing the commodity. The cost of an open arc (k,l) € Af’of’e" is simply
czla:fj, the cost of routing the commodity. We use a classic shortest-path algorithm to
find an alternative path between source node s? and destination node #? in the residual
graph; the details are not given here.

Generating neighbors When the flow has been redirected successfully for all the
commodities using arc (7, ), the cycle-based neighborhood procedure closes arc (i, j)
and any other arcs with no residual flow. This yields a neighboring solution of the
current solution x that we indicate by z;;. The steps of the cycle-based neighborhood
procedure are summarized in Algorithm 3. The current solution x is represented by its
flow distribution X and its arc set ). The cost of x is indicated by ¢(z), and P;; stands
the set of commodities routed over arc (i,7). The procedure first computes the cost of
the neighboring solution z;; after arc (7, j) has been removed from the current solution
x (lines 1 and 2). Next, for each commodity p € P;; routed by arc (i, j), the appropriate
source node s” and destination node t¥ are identified, the corresponding residual graph
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is generated, and a shortest path is obtained to reroute the flow of commodity p (lines
4 to 7). If a feasible path is found, the cost, the flow distribution, and the design of the
neighboring solution z;; are updated (lines 9 and 10). The generation of the neighbor
continues until all the commodities routed by arc (i, j) are rerouted. If it is not possible
to reroute all the commodities, it is assumed that arc (7, j) cannot be removed and the
neighbor for this arc cannot be generated.

Algorithm 3 Cycle-based neighborhood procedure Close_Open_Arc(X, Y, c(z), (i,7),
Pij)

1' C(xzj) = C('I) - fl] - Zpeﬂ-j CZ(L’Z

2. Vij = V\(i,7)

3. while ,Pij 7é Q) do

4. Choose a commodity p € P;;

5. Find source node s” and destination node t?

6. Construct residual graph G for commodity p

7. Find shortest path 7P connecting s? and ¢ on G

8. if 77 #£ () then

9. Update ¢(x;;) based on 77

10. Update flow information of &;; and design of V;;
11. Remove commodity p, P;; = Pi;\p

12.  else return unfeasible

13. end while

14. Close all arcs with no residual flow and update fixed cost
15. return z;;.

4.1.2 Unfeasibility-monitoring scheme

To generate the entire neighborhood of the current solution, Algorithm 3 is called it-
eratively for each arc (i, ;) of the current solution. The solutions returned are feasible
with respect to the commodity flows but may not be feasible in terms of the design-
balance constraints. Satisfying the design-balance constraints for all the solutions in the
neighborhood would be too costly. Instead, we would like to choose the neighbor that
has the best chance of becoming completely or almost completely feasible. We use the
unfeasibility-monitoring scheme proposed by Pedersen et al. (2009) for this purpose. A
penalty is used to estimate how far the solution is from feasibility with respect to the
design-balance constraints.

Using the vocabulary of transportation applications, the node imbalance at a given
node i may be interpreted as the need to add [¢?| empty-vehicle services in or out of
that node. The cost fof adding an empty vehicle is approximated as the product of the
average f of the fixed cost of the arcs of neighboring solution x;; and an empirical scaling
parameter 7 used to control the importance of the penalty when evaluating neighboring
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solutions. Then, to obtain a penalty that increases non-linearly with the unfeasibility
of the solution, we multiply the estimated cost of an “empty-vehicle service” (arc), the
total system imbalance of solution z;;, and the maximum node imbalance of x;;, i.e., the
penalty P;; = fz/)N Y™ where f: 7f. This penalty is added to the cost of neighboring
solution z;; yielding its total system cost V;; = c¢(x;;) + P;;. When comparing neighboring
solutions, P;; provides the means to skew the evaluation towards feasibility, a neighbor
with a relatively high total system cost that is close to feasibility may be preferred to
one with a lower total system cost that is further from feasibility.

4.1.3 Design-balance feasibility

The neighbor that minimizes the total system cost is thus selected and then, if required,
one attempts to restore feasibility with respect to the design-balance constraints.

Consider a current solution x that violates the design-balance constraints (Figure
1 illustrates such a case). We seek to reduce the total system imbalance of z to zero
by introducing paths that contain only arcs that are closed in the current solution.
These paths connect nodes with opposite imbalance signs. To reduce the total system
imbalance, these paths will start from nodes with negative imbalances and end in nodes
with positive imbalances. We add the paths that give the greatest reduction in the
total system imbalance. When several paths satisfy this criterion, we choose the one
with the smallest cost. The arcs on these paths are found by solving a minimum-cost
maximum-flow problem as described below.

Let Nt = {u € N|¢* > 0} and N~ = {u € N " < 0} be the subsets of nodes in
x that have positive and negative imbalances, respectively. Recall that in a network, the
total positive and negative imbalances are the same, i.e., }Zu@\H @D"‘ = ‘Zue./\/'— v,
implying >, ot U*+ D uen— ¥ = 0. Let GF = (MU {s,t}, A7 U AY) be the minimum-
cost mazimum-flow graph corresponding to solution z. A" = {(i,j) € Aly;; = 0} is the
set of closed arcs in solution x. The cost of each arc in A” is set to the fix cost of the
corresponding arc in the original problem, while its capacity is fixed to 1. Nodes s and
t are artificial nodes connected to nodes in N by arcs in A9 as follows: There is an arc
(s,u) € AY with cost 0 and capacity —(¢*) for every u € N'~. Similarly, there is an arc
(u,t) € A9 with cost 0 and capacity 1" for every u € N . The graph of the problem
displays now the classic structure of a minimum-cost maximum-flow problem.

Figures 1 and 3 illustrate this procedure. The latter displays the minimum-cost
maximum-flow graph corresponding to the unfeasible solution in the former. Arcs (s, D),
(s,C), and (s, E) in Figure 3 have capacity 1 and connect the artificial node s to nodes in
the solution of Figure 1 with negative imbalances. Arcs (A,t) and (B, t), with respective
capacities of 2 and 1, connect nodes A and B with positive imbalances in the solution
of Figure 1 to the artificial node ¢. All the other arcs in Figure 3 form the set A7 of

10 CIRRELT-2012-21
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Figure 3: The equivalent minimum-cost maximum-flow network

non-artificial arcs in G and correspond to closed arcs in the solution of Figure 1.

The minimum-cost maximum-flow algorithm then seeks to route ) .~ ¥* units of
flow between s and ¢ in G7. Discarding the arcs connecting the artificial nodes s and ¢,
the solution of the minimum-cost maximum-flow algorithm yields a set of arcs A’ C A7,
illustrated in Figure 3 by the non-artificial solid arcs, which are added to the design of
the current solution x to satisfy the design-balance constraints (illustrated in Figure 4).
Notice that, since the capacity of the arcs in A’ is set to 1, the flow routed over G~
decomposes into several disjoint paths. Each path starts from a node u with ¥* < 0
and ends in a node v with ¥ > 0. Moreover, for each node z € N where ¢* = 0, the
numbers of new incoming and outgoing arcs are equal because of the flow conservation
constraints. Therefore, the addition of the new arcs of A" does not change the balance
at node z when 1* = 0 in the current solution.

The minimum-cost maximum-flow algorithm allows us to find the maximum flow that
can be routed from s to t over G at the smallest cost, which is equal to the cost of the
arcs in A7 used to route the flow. The maximum flow is the number of disjoint paths
that we can obtain in A7 by connecting a node u and a node v where ¥* < 0 and
¥ > 0. Each path reduces the total system imbalance by two, and the maximum flow
corresponds to the smallest total system imbalance that we can obtain by adding arcs
to the current design. This allows us to directly obtain a good feasible solution from
an unbalanced and unfeasible neighboring solution, if such a feasible solution exists for
the unbalanced solution. Even if we do not obtain a feasible solution after matching the
nodes with opposite signs, the added arcs reduce the total system imbalance as much
as possible, bringing the solution closer to feasibility with respect to the design-balance
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Figure 4: Feasible solution with arcs used by minimum-cost maximum-flow algorithm

constraints.

4.1.4 The Tabu Search algorithm

The evolution of the tabu-search algorithm is controlled through a short-term tabu list
recording each arc (7, j) that originated a move, i.e., flow has been diverted from arc (i, j)
and the corresponding neighboring solution z;; has been selected as the new solution.
The tabu list prevents the reopening of arc (7, j) for a predefined number of tabu-search
iterations, and it is used when the algorithm computes alternative paths, as well as by
the minimum-cost maximum-flow algorithm. In the former case, a tabu arc cannot be
used to divert the flow from another arc, even when this prevents finding an alternative
path. With respect to the latter, closed arcs in the tabu list cannot be reopened to satisfy
the design-balance constraints. In this case, the tabu list prevents the cycling that might
otherwise occur.

Arcs that are opened by the minimum-cost maximum-flow algorithm to satisfy the
design-balance constraints are also placed in the tabu list. The tabu status of these arcs
prevents their rapid removal from the solution by tabu-search moves. This induces the
tabu-search algorithm to explore regions of the solution space where the design-balance
constraints are satisfied.

Algorithm 4 gives the main steps of the proposed tabu-search algorithm, which stops
after executing a predefined number of iterations or when a maximum computational
time is reached. The search space is the set of design solution vectors that are feasible
with respect to all the flow constraints and variable constraints. Moves maintain the flow
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and variable constraints, but new solutions may violate the design-balance constraints.
However, only solutions that satisfy the design-balance constraints are stored in the
solution set. The solution set becomes the input to the restricted path-relinking phase
of our algorithm.

Algorithm 4 Tabu-search algorithm for the DBCMND

Initialization Solve a relaxation of DBCMND to obtain an initial (potentially unfeasi-
ble) solution;

Exploration & Feasibility. While stopping conditions not satisfied, do

1. For each arc of the current solution, generate a neighboring solution (Section 4.1.1);
2. Select the neighbor that minimizes the total system cost as the new solution;

3. Solve the minimum-cost maximum-flow problem (Section 4.1.3) to obtain a set of
arcs that reduces the total system imbalance of the new current solution;

4. Add these arcs to the current solution;
5. Update the tabu list;

6. Solve the corresponding multi-commodity minimum-cost flow problem using the
new design;

7. If a DBCMND feasible solution is obtained, store it in the solution set and update
the global optimal solution, if necessary.

4.2 Path-relinking phase

Despite a neighborhood structure that identifies rather easily good candidate solutions
at each tabu-search iteration, and despite the fact that the minimum-cost maximum-
flow algorithm facilitates obtaining DBCMND feasible solutions, we have observed that
the number of feasible solutions found by tabu-search is still too small to accurately
determine regions of the solution space in which to intensify the search. The goal of the
restricted path-relinking phase is to enrich this set starting from the feasible solutions
found by tabu-search algorithm.

Path Relinking (Glover, 1997; Glover et al., 2000) is a population-and-neighborhood-
based meta-heuristic that operates on a set of solutions, called the reference set, gener-
ating paths between solutions in this set that yield new solutions. Each iteration of this
algorithm starts from an wnitial solution and builds a path toward a guiding solution,
by performing moves that progressively introduce into the initial solution the desirable
attributes of the guiding solution. This exploration allows the search to perform moves
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that may be unattractive according to the objective function value but appear essential
for reaching solutions with given characteristics.

The design of a path-relinking algorithm involves specifying the reference set, how the
initial and guiding solutions are selected in the reference set, which guiding attributes
need to be introduced into the initial solution, and at least a neighborhood defining how
the path from the initial solution to the guiding solution is to be built.

Reference set and initial and guiding solutions. The reference set contains all
the feasible solutions found during the tabu-search phase if the number is less than or
equal to a parameter [,., or the best [, solutions, otherwise.

We have implemented a backward path-relinking procedure where the initial solution
is the best solution in the reference set, and the guiding solution is the second-best
solution. When a path has been completed between the two, the guiding solution is
removed from the reference set. We have observed that backward path-relinking tends to
find better solutions than a forward version. The former explores more thoroughly the
neighborhood of the initial solution, the best solution, where one expects to find good
solutions, while the increasingly restricted neighborhood along the path may not provide
the same opportunity. In the following, the “current solution” refers to the initial solution
at the current iteration of the algorithm, as transformed in all previous iterations.

Neighbourhood structure and guiding attributes The guiding attributes are
arcs that are open or closed in the guiding solution. Therefore, we seek to introduce into
the current solution arcs that are open in the guiding solution but closed in the initial
solution, and we seek to remove arcs that are closed in the guiding solution but open in
the initial solution.

We define a neighborhood and move that perform both actions. A neighbor therefore
is a solution obtained from the current solution by opening at least one closed arc in
the current solution that is open in the guiding solution and by closing at least one
open arc that is closed in the guiding solution. This move is performed using a path-
exchange neighborhood procedure: the path removed from the current solution contains
only arcs that are open in the current solution and closed in the guiding solution, and
the alternative path introduced contains only arcs that are closed in the current solution
with at least one of them being open in the guiding solution.

Note that the path-relinking procedure has been designed to be fast while generating
reasonably good feasible solutions, i.e., feasible solutions that are not necessarily better
than those found by the tabu-search algorithm. For this reason, the exploration of the
neighborhood is restricted to only one neighbor at each iteration, which becomes the new
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current solution. The procedure stops when it fails to generate a neighbour, and restarts
with a new guiding solution.

To perform the path exchange, we start by finding a path to remove. First, we
identify an arc (i,j) such that (7,7) is open in the current solution but closed in the
guiding solution. Next, similarly to the tabu-search neighborhood, we seek to identify
two nodes s and t, the start and end nodes of the path to be removed. Starting from
1, a simple backward search is performed to find a source node s such that the path
between i and s contains only open arcs that do not belong to the guiding solution. The
same procedure is applied to 7 to find a node t such that the path between j and t
contains only arcs that are closed in the guiding solution. Note that we do not consider
the flow-conservation constraints when seeking the nodes s and t. We remove the path
that contains the arcs from s to ¢, j to t, and arc (7,j). If several nodes s and t have
been identified, we choose among them randomly, instead of choosing the furthest node
as in the tabu-search neighborhood.

An alternative path is a path that reconnects the end points s and ¢ of a removed
path. The alternative path is computed in a graph GF% = (N AP R), defined on the set
of closed arcs in the current solution A™" = {(i,j) € Aly;; = 0}. The cost of each arc
(i,7) € G is the product of its capacity u;; and the maximum-flow cost on arc (3, 5),
CZR = fij +ma:v{cfj}pepuij. This is an upper bound on the contribution to the objective
value of the current solution from the arc (7, j).

Define GPRinverse — (N[, APRinverse) " the reverse graph obtained by reversing the
direction of all arcs in AP, Intuitively, the best way to find an alternative path is to
solve a minimum-cost maximum-flow problem. However, this may be costly because we
need to solve this problem for each arc (u,v) € G that is also an arc of the guiding
solution. We use a different approach to reduce the computational time. Using the nodes
s and t of the path to be removed, we compute the shortest paths from s to all the other
nodes in the graph GP%. The results are stored in array d°[..]. We also find the shortest
paths from ¢ to all the other nodes in the graph GFR&mverse and the results are stored in
array d'[..]. Finally, we find an arc (u,v) that is closed in the current solution but open
in the guiding solution and that minimizes the sum d*[u] + d'[v] + f.., where d*[u] is the
cost of the shortest path from node s to node u and d*[v] is the cost of the shortest path
from node v to node ¢t. The path formed by the arc (u,v) and the corresponding shortest
paths is added to the current solution. Note that we can use the all-pairs shortest-path
algorithm and calculate all the necessary shortest paths just once for a given current
solution. Algorithm 5 presents this neighborhood-exploration procedure.

A new current solution is then obtained by replacing path s..i—j..t with path s..u—v..t.
This solution is always feasible with respect to the design-balance constraints. Actually,
the path that is removed leaves s and ¢ unbalanced. However, when these two nodes
are reconnected by an alternative path, they become balanced once again. All the other

CIRRELT-2012-21 15



A Three-Stage Matheuristic for the Capacitated Multi-Commodity Fixed-Cost Network Design with Design-Balance Constraints

Algorithm 5 Path_exchange neighbourhood(G = (N, A),1, j)

Find s,t and identify path®' connecting s and ¢ passing through arc (i, j);
Generate graph GF' = (N, APH);

Find the shortest paths from s to all nodes u in
information;

Find the shortest paths from ¢ to all nodes v in
back information;

Find a closed arc (u,v) of the current solution that is an open arc in the guiding
solution and minimizes d*[u] 4+ d'[v] + fuu;

Return (u,v) and the two paths connecting s and t.

GPE save these in d®[u] and trace back

GgPfinverse gave these in d'[v] and trace

nodes on the removed and alternative paths see the addition or removal of exactly one
entering arc and one exiting arc.

The restricted path-relinking procedure is described in Algorithm 6. The reference set
is a set of best feasible solutions generated during the tabu-search phase, and the initial
solution is the best solution in this set. The main loop iterates over the elements of the
reference set, each being discarded after it has been used as the “guide” for an iteration
of this loop. The inner loop then generates solutions on the path between the current
pair of solutions, exploring the path-exchange neighborhood (Algorithm 5) between the
paired solutions. The arcs to close (set ArcsToClose) are those in the current solution
that do not appear in the guiding solution. Since a move opens at least one arc in the
current solution that is closed in the guiding solution and closes at least one arc that is
open in the guiding solution, the set ArcsToClose controls the trajectory of the inner
loop.

Notice that, while the design obtained from the path-exchange move is design-balance
feasible, it may not satisfy the flow-balance constraints. The new solution is then com-
puted by solving a restricted DBCMND problem in which all the arcs of the current
solution are fixed. It is necessary to solve a DBCMND problem rather than simply a
minimum-cost flow problem because the likelihood of obtaining an unfeasible flow with
the current design is quite high. Solving the DBCMND problem adds new arcs to the
current design until the flow becomes feasible. The resulting solution is added to the
solution set, but it is not used to update the current solution. Note that the arcs added
while solving the restricted DBCMND help to diversify the solution set built during the
path-relinking phase.

4.3 Intensification phase

The goal of this last phase is to find better solutions by intensifying the search in promis-
ing regions of the solution space. The identification of such promising regions is obtained
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Algorithm 6 Main path-relinking procedure
Initialization.
Fill the reference set R with the best feasible solutions yielded by the tabu-search
procedure;
Set InitialSolution to the best solution in R;
while R # ) do
Set GuidingSolution to the second-best solution in R, and remove it from the
reference set;
Set CurrentSolution = Initial Solution;
Define ArcsToClose to be the set of open arcs in the CurrentSolution that are
not open in the GuidingSolution;
while ArcsToClose # () do
Randomly select an arc (i,j) € ArcsToClose, and set ArcsToClose =
ArcsToClose \ (i,7);
Apply the Path_exchange neighbourhood procedure for arc (i, j) (Algorithm

5);
if a feasible alternative path is found then
for All arcs (k,!) in the alternative path do

Add arc (k, 1) to CurrentSolution;

Set up a restricted DBCMND problem by fixing all the design arcs
in the current solution and solve the resulting MIP to identify a flow-feasible
solution;
if A feasible solution is found then

Add it to the solution set;
end if
end for
end if
end while
end while
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by fixing to open or closed certain arcs according to their frequency in good solutions
identified during the search. Two restricted DBCMND problems are thus defined, which
are then solved by an exact MIP solver.

Let S be the solution set generated by the tabu-search and restricted path-relinking
procedures, c¢(z) the cost of a solution x € S, and mazcost® the cost of the worst solution
in the set. Define the rate;; of an arc (i, j) as

rate; = Yyl * (1 — ﬂ) N, j) e A (7)

maxcost’
eSS

The rate expression assigns greater weights to arcs that either belong to good solutions
in the set or that appear in many solutions of the set. Rates are then normalized in the
range [0, 1] by dividing them by the maximum value rate,,., = max{rate;;|(i,j) € A}.
An arc (i, j) is then fixed to open or closed based on its normalized rate;; value.

The first restricted problem is defined by assuming that arcs with a high rating are
more likely to appear in the optimal solution. Consequently, the arcs for which rate;; is
greater than a certain threshold « are fixed to open. Let .., be the optimal solution
of the corresponding restricted DBCMND problem. Symmetrically, we assume that arcs
with a low rating are unlikely to be part of the optimal solution, and fix to closed the arcs
with a rate;; lower than a certain threshold 5. Obviously, we do not fix arcs appearing in
Zopen- The resulting restricted DBCMND is then solved to optimality. The final solution
of the proposed matheuristic is then the best solution among those generated by the
tabu-search, path-relinking, and intensification phases.

5 Computational Results

The algorithm we propose, and that we call T'S-PR in the following, is validated empir-
ically using the problem instances used in Pedersen et al. (2009), as well as in a number
of other papers in the literature (e.g., Ghamlouche et al., 2003, 2004). There are two
sets of instances identified as R and C, respectively. Both sets are general transshipment
networks with no parallel arcs and one commodity per origin-destination pair. The in-
stances vary in size (nodes, arcs, commodities). Furthermore, the fixed costs, variable
costs, and capacities vary. The same arc unit cost is used for all the commodities.

The algorithm is coded in C++ using Microsoft Visual Studio 2008. CPLEX 12.1 was
used to solve the flow problem and restricted MIPs. All the computing times reported
in this section were obtained from computers with the AMD Dual-Core Opteron 64-bit
microprocessor with 2.4 Ghz and 16 GB Ram, under the Linux operating system.
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We first discuss the calibration of the algorithm parameters, followed by an analysis
of the behaviour of each phase and, finally, by a comparative analysis of its performance
in relation to results in the literature.

5.1 Parameter calibration

The calibration is based on the same ten instances used by Pedersen et al. (2009). These
instances display various combinations of characteristics and are representative of the
overall set of instances. They include C and R instances. For convenience, these instances
are listed in Table 1. The “Capacity Ratio” refers to the ratio of the commodity demand
to the total network capacity; a “Tight” capacity ratio indicates a limited capacity with
respect to the total demand while a “Loose” capacity ratio indicates a surplus of capacity.
The “Cost ratio” is the ratio of the fixed cost to the variable cost of the arcs.

’ Instance \ Nodes \ Arcs \ Commodities \ Capacity Ratio \ Cost Ratio ‘
R10,F05,C2 20 120 40 Medium Medium
R12,F10,C2 20 120 200 Medium High
R13,F01,C8 20 220 40 Tight Low
R15,F10,C8 20 220 200 Tight High

C20,230,200,F,L 20 230 200 Loose High
R16,F10,C1 20 314 40 Loose High
R17,F01,C1 20 318 100 Loose Low
R18,F05,C2 20 315 200 Medium Medium

C30,520,100,V,T 30 519 100 Tight Low

C100,400,30,F L, 100 400 30 Loose High

Table 1: Problem instances used for calibration

We have calibrated the five parameters shown in Table 2. Each parameter was tested
with two values indicated in the “Values Tested” column. “Value selected” displays the
selected value.

’ Parameter ‘ Values Tested ‘ Value Selected ‘
Penalty scaling factor 0.2, 0.5 0.2
Length of tabu list 10, 15 10
Length of reference set 10, 20 20
Intensification open parameter 0.8, 0.9 0.8
Intensification closed parameter 0.1, 0.2 0.2

Table 2: Calibrated parameters
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5.2 Internal performance analysis

Tables 3 and 4 summarize our results for the 78 problem instances. Each instance was
solved ten times with the same parameter values to account for stochastic variations in
the algorithm. Each table is divided into three sections labeled “TS”, “PR”, and “In-
tensification” for the three phases of the algorithm, the tabu search, path relinking, and
intensification phases, respectively. The columns labeled “T” give the average compu-
tational time in minutes. The maximum running time for the tabu-search phase was 1
hour, for the path relinking was 2 hours, and 1 hour for each restricted DBCMND of
the intensification phase. The total maximum running time for the complete algorithm
is thus 5 hours. These numbers were chosen so that the results are easy to compare with
those of other methods. The columns labeled “S” give the average number of feasible
solutions found. We notice that the restricted path-relinking phase achieves its stated
goals. It identified many new feasible solutions at a small computational cost, without
loosing too much on solution quality.

In the two tables, the columns labelled “Best” give the best solutions obtained over
the ten runs. Table 5 reports the average standard deviation over these repetitions. The
values are very low, which underlines the robustness of the algorithm we propose.

The results in Table 6 focuses the analysis on the intensification phase by reporting
the average difference between the optimal solutions found during intensification for the
restricted formulation compared with the best solution found by the tabu-search in TS-
PR. Columns “O. Int./TS” and “C. Int./TS” report these figures for the two cases, i.e.,
when the intensification is performed by fixing arcs to open and closed, respectively. The
figures indicate that improved solutions are found during intensification, which empha-
sizes the importance of the procedure within the complete algorithm. We notice that the
second case, fixing closed arcs, finds better solutions. This is because arcs that are open
during the first intensification case are not fixed to closed during the second one even if
they have a small rate;; value.

5.3 Comparative analysis

We compare the results of the meta-heuristic we propose and those from the state-of-the-
art tabu-search algorithm of Pedersen et al. (2009) obtained after 1 hour of computation,
as well as those of the MIP algorithm of CPLEX 12.1 obtained after 1 and 5 hours, and
with the lower bound obtained after 10 hours. Table 7 provides a general view of the
effectiveness of TS-PR by displaying the average improvement gap (negative values indi-
cate better results) and number of improved solutions, respectively, obtained by TS-PR
with respect to those of other methods. Columns “TS-PR/P-TS”, “I'S-PR/CPLEX 1h”
and “T'S-PR/CPLEX 5h” report these measures relative to the tabu-search algorithm of
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Instance TS PR Intensification

T ‘ S‘ Best T ‘ S ‘ Best T‘ Best

C20,230,200,V,.L. | 60 | 10 | 100,708 3 85 101,640 | 23 97,274

C20,230,200,F,.L. | 60 6 145,958 b} 40 148,051 | 27 | 139,395

C20,230,200,V.T | 60 | 10 | 102,906 11 43 104,374 7 100,720

C20,230,200,F., T | 60 7 142,038 6 33 151,571 | 18 138,962

C20,300,200,V.L | 60 | 15 80,166 31 95 80,162 71 77,584

(20,300,200,F,L 60 9 124,846 > 47 127,816 | 45 119,987

C20,300,200,V,T | 60 | 13 77,692 23 68 78,384 7 76,450

C20,300,200,F, T | 60 | 11 119,384 19 88 123,211 | 62 111,776

C30,520,100,V,.L | 60 | 29 55,002 21 185 95,117 4 54,783

C30,520,100,F,L, | 60 | 21 | 102,735 | 41 | 187 | 103,644 | 17 | 100,098

C30,520,100,V,T | 60 | 16 | 53,313 | 42 | 166 | 53,516 | 1 | 53,035

C30,520,100,F, T | 60 | 13 | 102,484 50 109 | 105,938 | 55 101,412

C30,520,400,V.L. | 60 | 17 | 118,627 | 105 | 157 | 117,824 | 56 115,528

(C30,520,400,F,LL 60 | 22 | 155,270 67 110 | 203,505 | 19 153,409

C30,520,400,V,T | 60 | 19 | 119,795 91 127 | 118,965 | 39 117,226

C30,520,400,F, T | 60 | 26 | 156,694 15 123 | 214,384 | 61 155,906

C30,700,100,V,.L. | 60 | 25 | 48879 | 13 | 91 | 49,185 | 1 | 48,807

(C30,700,100,F,L 60 | 23 61,745 50 146 62,838 43 61,408

C30,700,100,V,T | 60 | 24 47,141 49 155 47,032 26 46,812

C30,700,100,F,T | 60 | 29 96,810 71 225 57,058 21 56,237

C30,700,400,V,.L. | 60 | 35 | 101,423 93 125 | 139,217 | 23 100,589

C30,700,400,F, T | 60 | 21 | 141,037 b} 185 | 142,046 | 15 141,037

C30,700,400,V,T | 60 | 14 | 108,481 | 100 | 116 | 108,710 | 62 | 97.875

C30,700,400,F,T | 60 | 13 | 134,320 | 3 60 | 134,707 | 67 | 133,686

Table 3: Computational results on C instances
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Instance TS PR Intensification
T [ S [ Best T [ S [ Best T [ Best
R13,F01,C1 60 16 148,425 1 78 150,511 1 147,349
R13,F05,C1 60 19 289,535 2 113 293,431 1 277,891
R13,F10,C1 60 15 403,490 2 115 419,908 1 385,396
R13,F01,C2 60 18 157,743 1 80 158,392 1 155,887
R13,F05,C2 60 18 306,783 2 128 311,442 1 295,655
R13,F10,C2 60 13 456,269 1 93 467,241 2 436,773
RI3,FOL,C8 | 60 | 18 219,105 I 82 223,460 1 218,787
RI13,F05,C8 | 60 | 11 500,403 2 98 509,431 9 192,059
R13,F10,C8 60 18 813,589 1 136 831,592 2 789,641
R14,F01,C1 60 23 437,836 8 140 440,335 1 424,039
R14,F05,C1 60 16 853,765 4 121 861,162 1 784,626
R14,F10,C1 60 6 1,214,782 2 28 1,242,096 11 1,131,900
R14,F01,C2 60 14 455,609 4 81 458,743 1 454,031
R14,F05,C2 60 13 914,839 7 109 931,059 28 883,051
R14,F10,C2 60 9 1,378,765 3 57 1,415,336 22 1,308,030
R14,F01,C8 60 16 714,841 7 71 717,294 40 703,259
R14,F05,C8 60 9 1,743,116 2 39 1,831,803 46 1,695,160
RI4,F10,C8 | 60 | 10 | 2,874,717 | 15 | 126 | 2,940,505 94 2,757,660
R15,F0L,C1 | 60 6 1,033,662 5 31 1,038,810 2 1,019,390
R15,F05,C1 60 9 2,156,433 7 60 2,199,282 47 2,017,150
R15,F10,C1 60 4 3,362,675 4 18 3,673,775 61 2,985,570
R15,F01,C2 60 12 1,177,198 15 66 1,180,909 12 1,174,520
R15,F05,C2 60 3 2,785,075 8 26 2,857,848 78 2,571,880
R15,F10,C2 60 5 4,430,712 8 44 4,528,368 102 4,017,230
R15,F01,C8 60 4 2,408,210 18 10 2,408,210 39 2,408,210
R15,F05,C8 60 7 5,874,704 24 29 5,916,736 65 5,796,510
R15,F10,C8 60 7 9,205,777 21 28 9,306,490 4 9,129,360
R16,FOL,CL | 60 | 14 141,352 I 54 143,649 1 140,082
R16,F05,CL | 60 | 23 260,685 2 96 272,657 1 248,703
R16,F10,C1 60 11 371,854 2 81 395,754 1 345,243
R16,F01,C2 60 22 143,345 3 103 145,190 1 142,605
R16,F05,C2 60 14 264,345 2 84 282,548 1 261,937
R16,F10,C2 60 12 375,258 3 105 388,991 4 363,999
R16,F01,C8 60 31 181,350 5 146 186,039 1 180,132
R16,F05,C8 60 15 398,082 2 119 407,366 2 391,796
R16,F10,C8 60 18 629,107 2 142 643,342 11 604,430
R17,F01,C1 60 15 372,914 10 83 381,485 1 366,492
R17,F05,C1 60 13 695,550 13 121 737,784 60 676,528
RI7,F10,CL | 60 | 13 | 1,037,684 | 12 | 123 | 1,085,083 59 953,000
R17,F01,C2 60 26 385,225 19 129 389,175 1 383,871
R17,F05,C2 60 11 782,334 5 68 816,318 1 741,136
R17,F10,C2 60 15 1,142,773 7 118 1,242,485 23 1,092,510
R17,F01,C8 60 25 535,475 38 178 551,247 17 530,366
R17,F05,C8 60 9 1,299,937 11 70 1,326,098 116 1,231,700
R17,F10,C8 60 7 2,223,244 5 61 2,308,072 72 1,999,950
R18,F01,C1 60 20 866,802 70 148 878,193 6 844,260
R18,F05,C1 60 7 1,609,622 19 60 1,709,883 17 1,575,715
R18,F10,C1 60 9 2,380,708 10 38 2,544,101 2 2,240,660
RIS,FOL,C2 | 60 | 11 966,838 51 | 129 974,302 108 941,763
RI8,F05,C2 | 60 3 1,955,396 1 18 2,003,180 27 1,883,870
R18,F10,C2 60 4 3,157,951 5 26 3,297,777 75 2,792,870
R18,F01,C8 60 5 1,572,109 12 26 1,585,390 55 1,540,690
R18,F05,C8 60 5 4,312,752 7 21 4,572,846 61 4,039,410
R18,F10,C8 60 3 6,899,618 4 7 7,007,133 4 6,608,210

Table 4: Computational results on R instances
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’ Instances \ TS \ PR \ Intensification ‘
R .0090 | .0201 .0052
C .0114 | .0061 .0035

Table 5: Average ratios of standard deviations to mean

| Instances | O.Int./TS | C.Int./TS |

54 R -1.86% -3.94%
24 C -0.98% -2.26%

Table 6: Improvements from intensification compared with solutions generated by the
tabu-search procedure

Pedersen et al. (2009) and CPLEX after 1 and 5 hours, respectively, while Column “TS-
PR/LB.CPLEX” reports the average gap with respect to the best CPLEX lower bound
obtained after 10 hours. Table 7 shows that T'S-PR improves on CPLEX run for 1 hour,
identifying 34 equal or better solutions for the R instances and 19 better solutions for the
C instances. Allowing CPLEX 5 hours of computing times improves slightly the solution
for a few instances, but still cannot find feasible solutions for two C instances, while the
proposed method identifies 22 better solutions for R instances and 7 for C instances. The
excellent performance of the proposed T'S-PR meta-heuristic is further underlined by the
low gaps with the lower bound identified by CPLEX after 10 hours, which indicates that
TS-PR reaches excellent-quality solutions leaving little to be further improved.

TS-PR/CPLEX 1h | TS-PR/CPLEX 5h
Instances Gap | NoSol Gap | NoSol TS-PR/B. CPLEX
24 R -0.70% 34 0.10% 22 1.61%
24 C -0.71% 19 0.12% 7 1.82%

Table 7: Comparative performance measures of TS-PR versus CPLEX

We also compared the performance of the algorithm we propose to that of Pedersen
et al. (2009). The figures in Table 8 show that TS-PR outperforms the state-of-the-art
tabu-search, identifying better solutions for all problem instances with an average im-
provement of 5.94% for R instances and 4.71% for C instances. Table 8 also displays
the performance of the tabu-search phase of TS-PR. The figures clearly show that the
proposed tabu-search procedure outperforms the one in Pedersen et al. (2009) by iden-
tifying 43 improved solutions for R instances and 22 for C instances. The improvements
are significant, of more than 2% on average.

We complete this analysis by examining the behavior of the intensification procedure
relative to that of CPLEX. Table 9 displays the number of arcs fixed by the fixing scheme
of the procedure. Column “O. Int./O. CPLEX” gives the average ratio of the number
of arcs fixed to open during the first phase of the procedure to the number of open
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TS-PR/P-TY TS/P-TS
Gap | No.Sol. | Gap | No.Sol.
54 R -5.94% 54 -2.05% 43
24 C -4.711% 24 -2.45% 22

Instances

Table 8: Comparison of TS-PR and tabu search procedure in TS-PR with Pedersen et
al. (2009)

arcs in the solution found by CPLEX 12.1 in 5 hours. These ratios are high, which
indicates that the solver needs to add only a few arcs to satisfy all the constraints of each
DBCMND instance. Column “C.Int./Arcs” gives the average ratio of the number of arcs
fixed to closed during the second phase of the procedure to the total number of arcs in
the instance. As can be seen, the fixing scheme in the second phase closes many arcs,
which substantially reduces the size of the search space explored by CPLEX. Column “(C.
Int+0O. CPLEX)/Arcs” gives the average ratio of the number of arcs fixed to closed in
the second phase plus the arcs that are open in the CPLEX solution, to the total number
of arcs in the instance. In general, the ratios indicate that the intensification procedure
is successful in reducing the search space, so that the successive search performed by
CPLEX is computationally effective.

’ Instances ‘ O. Int./O. CPLEX ‘ C. Int./Arcs ‘ (C. Int.+0O.CPLEX)/Arcs ‘

54 R 80% 61% 86%
24 C 82% 80% 94%

Table 9: Ratios of fixed arcs by the intensification phase versus CPLEX

6 Conclusions

We have proposed a matheuristic solution framework that combines tabu-search and
path-relinking for the DBCMND problem. We considered a total of 78 instances. The
tabu-search phase is competitive with the current state-of-the-art tabu-search algorithm,
obtaining 65 improved solutions. We introduced a cycle-based neighborhood structure
and a minimum-cost maximum-flow model to satisfy the design-balance constraints for
the DBCMND. With the help of the tabu-search and restricted path-relinking phases,
the proposed matheuristic found 78 improved solutions compared to those of the state-
of-the-art tabu-search, and 63 improved solutions compared to those of CPLEX 12.1 (1
hour). The results are also competitive with those found by CPLEX 12.1 (5 hours) with
a small average difference and 29 improved solutions with less computational time on
average.

Several directions could be investigated to improve the performance of our algorithm.
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An adaptive guiding scheme could force the tabu-search to escape from local optima or
to concentrate on the region close to the current solution. We could also extend the
algorithm to sparse graphs in which it is not easy to find feasible solutions because of
the lack of arcs to add to the candidate solutions.
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Table 10 explains the column headers used in the subsequent tables.

Column Meaning
Instances Instances used for experiments
TS-PR Best solutions found by the T'S-PR matheuristic, which
includes tabu-search, path-relinking, and intensification
phases
P-TS Best solutions found by Pedersen et al. (2009)
TS Best objective values found by proposed tabu search
PR Best objective values found by proposed path relinking
MP Best objective values found by Express-MP in 1 hour
Pedersen et al. (2009)
CPLEX 1h Best solutions found by CPLEX 12.1 in 1 hour
CPLEX 5h Best solutions found by CPLEX 12.1 in 5 hours
B. CPLEX Best lower bound found by CPLEX 12.1 in 10 hours
X/Y Comparison of results found by procedure X in percent-
age improvement with respect to those of procedure Y
Nodes Number of nodes in each instance
Arcs Number of arcs in each instance
Com. Number of commodities in each instance
O. Int. Average number of arcs fixed to open during intensifica-
tion
C. Int. Average number of arcs fixed to closed during intensifi-
cation
0. CPLEX Number of open arcs in best solutions found by CPLEX
after 5 hours
Int. Open Best value found by fixing-open intensification scheme
Int. Close Best value found by fixing-close intensification scheme

Total System Imbalance

Total system imbalance of solution found by CPLEX af-
ter 1 hour

Running Time

Running time for each instance

Time CPLEX 5h

CPLEX CPU time (min); The 300 figure indicates that
CPLEX cannot find the optimal solution in 5 hours

No. TS Average number of solutions found by the tabu-search
phase
No. PR Average number of solutions found by the path-relinking
phase
Table 10: Notation used in tables of the Appendix
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Table 11 lists the solutions for the instances used in the calibration phase.

] Instance \ Bound \ P-TS \ TS \ TS-PR ‘
R10,F05,C2 436,073 443,547 445,383 439,244
R12,F10,C2 7,408,996 | 7,530,870 | 7,467,136 | 7,436,420
R13,F01,C8 218,787 223,231 219,105 218,787
R15,F10,C8 9,105,010 | 9,366,760 | 9,166,884 | 9,105,010

C20,230,200,F,L 128,014 146,643 146,445 139,365
R16,F10,C1 309,383 352,681 345,198 340,641
R17.F01,C1 364,784 365,801 366,914 364,995
R18.F05,C1 1,362,596 1,597,610 1,601,402 1,582,820

C30,520,100,V,T 52,622 53,972 53,144 53,032

(C100,400,30,F,L 58,316 67,603 69,658 67,103

Table 11: Best solutions for instances used in calibration

Tables 12 and 13 display the characteristics of the R and C instances in terms of
number of nodes, arcs, and commodities, as well as cost and capacity ratios (see, e.g.,
Ghamlouche et al., 2003, for more detailed information). For the C instances, a high or
low fixed cost relative to the routing cost is signaled by the letter F or V, respectively,
while the letters T and L indicate, respectively, if the problem has a tight or loose
capacity given the total demand. For the R instances, the fixed cost ratio is computed
as |P| > seafii/ 2oper 2o jjea iy and the three values considered are FO1 = 0.01,
F05 = 0.05, and F10 = 0.10 corresponding to increasing levels of fixed costs compared
to routing costs. The capacity ratio is computed as |A| > cpwP/ >, ;e 4wy, and the
values considered are C1 = 1, C2 = 2, and C8 = 8, indicating that the total capacity
becomes increasingly tight relative to the total demand.

Instance Nodes Arcs Commodities
R13,F01,C1 20 220 40
R14,F01,C1 20 220 100
R15,F01,C1 20 220 200
R16,F01,C1 20 314 40
R17,F01,C1 20 318 100
R18,F01,C1 20 315 200

Table 12: Characteristics of R instances

Tables 14 and 15 display the objective values for each method and the gaps between
the proposed algorithm and the other methods for the C instances. Tables 16 and 17
display the same information for the R instances. Negative gaps indicate the proposed
method improves over previous ones; some of these values (Columns “TS-PR/P-TS”)
are considerable. The values in Columns “TS-PR/CPLEX 1h” and “TS-PR/CPLEX
5h” indicate that our algorithm is also competitive with the state-of-the-art solver. The
maximum difference between the results of the proposed algorithm and CPLEX 5h is
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Instance Nodes Arcs Commodities
C20,230,200,V.L 20 230 200
C20,230,200,F,L 20 230 200
C20,230,200,V,T 20 230 200
C20,230,200,F, T 20 230 200
(C20,300,200,V,L 20 300 200
(C20,300,200,F,L 20 300 200
C20,300,200,V,T 20 300 200

v C20,300,200,F, T 20 300 200
C30,520,100,V,L 30 520 100
C30,520,100,F,L 30 520 100
C30,520,100,V,T 30 520 100
C30,520,100,F, T 30 520 100
C30,520,400,V,L 30 520 400
(C30,520,400,F,L 30 520 400
C30,520,400,V, T 30 520 400
C30,520,400,F,T 30 520 400
C30,700,100,V.L 30 700 100
C30,700,100,F,L 30 700 100
C30,700,100,V,T 30 700 100
C30,700,100,F, T 30 700 100
(C30,700,400,V,L 30 700 400
C30,700,400,F, T 30 700 400
C30,700,400,V,T 30 700 400
C30,700,400,F,T 30 700 400

Table 13: Characteristics of C instances
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less than 1.5%, and many values are less than 0.5%. This quality is obtained in less
computational time than the MIP solver.

Tnstance P-TS | CPLEX 1h | CPLEX bh | B. CPLEX | TS-PR
C20,230,200,V,.L. | 102,919 98,076 97,847 96,038 97,274
C20,230,200,F,L. | 150,764 141,689 140,343 136,276 139,395
C20,230,200,V,T | 103,371 101,696 100,558 100,209 100,720
C20,230,200,F, T | 149,942 141,671 140,108 136,204 138,962
C20,300,200,V,.L | 82,533 78,168 77,742 76,459 77,584
C20,300,200,F,L. | 128,757 122,164 119,823 116,773 119,987
C20,300,200,V,T | 78,571 76,602 76,208 76,190 76,450
C20,300,200,F, T | 116,338 114,316 111,475 109,012 111,776
C30,520,100,V,.L. | 55,081 54,683 54,683 54,677 54,783
C30,520,100,F,L. | 104,533 101,346 99,900 95,090 100,098
C30,520,100,V,T | 54,493 53,041 53,023 52,098 53,035
C30,520,100,F,T | 105,167 102,090 101,271 98,653 101,412
C30,520,400,V,.L. | 119,735 115,167 114,646 113,769 115,528
C30,520,400,F,L. | 162,360 153,311 153,311 150,144 153,409
C30,520,400,V,T | 120,421 n/a n/a 116,111 117,226
C30,520,400,F, T | 161,078 n/a n/a 152,725 155,906
C30,700,100,V,L. | 49,902 48,855 48,693 48,688 48,807
C30,700,100,F,.L. | 63,389 61,846 61,362 60,236 61,408
C30,700,100,V,T | 48,202 46,792 46,750 46,582 46,812
C30,700,100,F, T | 58,204 56,251 56,287 55,732 56,237
C30,700,400,V,L. | 103,932 101,237 99,905 98,323 100,589
C30,700,400,F, T | 157,043 n/a 139,495 133,762 141,037
C30,700,400,V,T | 103,085 n/a 97,800 96,013 97,875
C30,700,400,F, T | 141,917 133,194 133,194 130,066 133,686

Table 14: Best solutions for C instances

Tables 18 and 19 compare the performance of the proposed tabu search to that of
the other methods. The tabu-search phase finds feasible solutions for all instances, and
improves over the state-of-the-art tabu-search method 22 (of 24) C instances and 47
(of 54) R instances. The largest improvements are obtained for instances with high cost
ratios (“F10” for R instances and “F” for C instances) because the feasibility phase always
adds the arcs with the smallest total cost when satisfying the design-balance constraints,
which has a more important impact when fixed costs are high.

Tables 20 and 21 give the number of arcs fixed by each type of intensification and
CPLEX after 5 hours, as well as comparative ratios. Column 5 compares the number of
open arcs by the intensification procedure and CPLEX. The high values in this column
indicate that the intensification phase yields good results, the solver having to add only
a small number of arcs to satisfy all the constraints. Column 6 displays the ratio of
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Instance TS-PR/ TS-PR/ TS-PR/ TS-PR/
P-TS CPLEX 1h | CPLEX 5h | B.CPLEX

20,230,200,V L -5.80% -1.75% -0.59% 1.27%
(C20,230,200,F,L -8.16% -1.65% -1.04% 2.24%
(C20,230,200,V,T -2.63% -0.97% 0.16% 0.51%
C20,230,200,F, T -7.90% -1.95% -0.82% 1.98%
020,300,200V, | -6.38% 20.75% 20.20% 1.45%
020,300,200 F.L, | -7.31% 1.81% 0.14% 2.63%
(C20,300,200,V,T -2.77% -0.20% 0.32% 0.34%
(C20,300,200,F, T -4.08% -2.72% 0.27% 2.47%
C30,520,100,V,L -2.19% 0.18% 0.18% 0.19%
(C30,520,100,F,L -4.43% -1.25% 0.20% 5.00%
030,520,100V, T | -2.75% 20.01% 0.02% 0.07%
030,520,100.F,T | -3.70% 20.67% 0.14% 2.72%
30,520,400,V L -3.64% 0.31% 0.76% 1.52%
C30,520,400,F,L -5.83% 0.06% 0.06% 2.13%
C30,520,400,V, T -2.73% n/a n/a 0.95%
C30,520,400,F,T | -3.80% n/a n/a 2.04%
C30,700,100,V,L -2.24% -0.10% 0.23% 0.24%
C30,700,100.F.L, | -4.04% 0.71% 0.07% 1.91%
030,700,100V, T | -2.97% 0.04% 0.13% 0.49%
C30,700,100,F, T -3.50% -0.02% -0.09% 0.90%
30,700,400,V L -3.32% -0.64% 0.68% 2.25%
(C30,700,400,F, T -11.35% n/a 1.09% 5.16%
(C30,700,400,V, T -5.32% n/a 0.08% 1.90%
C30,700,400,F, T -4.711% -0.71% 0.10% 1.82%

Table 15: TS-PR improvement with respect to other methods for C instances
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[ Instance | P-TS [ CPLEX1h | CPLEX5h | B.CPLEX | TS-PR |
R13,F01,C1 147,837 147,349 147,349 147,349 147,349
R13,F05,C1 281,668 277,891 277,891 277,891 279,389
R13,F10,C1 404,434 385,396 385,396 385,396 385,396
R13,F01,C2 159,852 155,887 155,887 155,887 156,616
R13,F05,C2 311,209 295,180 295,180 295,180 295,180
R13,F10,C2 470,034 444,545 433,117 431,140 434,383
R13,F01,C8 225,339 218,787 218,787 218,787 218,787
R13,F05,C8 512,027 491,603 491,560 486,754 492,959
R13,F10,C8 875,984 789,479 782,049 772,790 791,213
R14,F01,C1 431,562 422,709 422,709 422,709 422,709
R14,F05,C1 811,102 807,553 784,884 784,626 784,626
R14,F10,C1 1,193,950 1,199,250 1,132,900 1,094,083 1,137,820
R14,F01,C2 465,762 452,591 452,591 452,591 453,434
R14,F05,C2 942,678 892,534 884,234 875,645 891,138
R14,F10,C2 1,401,880 1,320,570 1,314,460 1,256,060 1,307,770
R14,F01,C8 720,882 702,781 702,614 702,614 702,614
R14,F05,C8 1,795,650 1,747,030 1,691,770 1,671,457 1,693,240
R14,F10,C8 2,997,290 2,767,180 2,758,650 2,735,090 2,769,360
R15,F01,C1 1,039,440 1,017,740 1,017,740 1,017,740 1,017,740
R15,F05,C1 2,170,310 2,011,860 2,011,860 1,976,249 2,055,803
R15,F10,C1 3,194,270 3,011,740 2,980,870 2,850,055 2,971,500
R15,F01,C2 1,205,790 1,176,050 1,174,960 1,174,517 1,174,520
R15,F05,C2 2,698,680 2,607,500 2,564,840 2,508,981 2,561,060
R15,F10,C2 4,447,950 4,422,350 4,030,490 3,887,960 4,045,030
R15,F01,C8 2,472,860 2,401,180 2,401,115 2,401,110 2,408,210
R15,F05,C8 6,067,350 5,795,320 5,795,320 5,795,320 5,796,510
R15,F10,C8 10,263,600 9,105,010 9,105,010 9,105,010 9,129,360
R16,F01,C1 142,692 140,082 140,082 140,082 140,082
R16,F05,C1 261,755 248,703 248,703 248,703 248,703
R16,F10,C1 374,819 344,446 340,641 340,641 350,958
R16,F01,C2 145,266 142,381 142,381 142,381 142,605
R16,F05,C2 277,307 260,993 259,313 259,313 260,822
R16,F10,C2 391,386 361,626 365,001 361,626 368,572
R16,F01,C8 187,176 179,639 179,639 179,639 180,228
R16,F05,C8 423,320 391,101 390,549 380,855 388,180
R16,F10,C8 649,121 599,456 596,660 583,389 598,835
R17,F01,C1 374,016 364,784 364,784 364,784 365,788
R17,F05,C1 718,135 686,722 686,234 660,755 676,528
R17,F10,C1 1,041,450 989,809 968,207 908,867 966,116
R17,F01,C2 393,608 382,593 382,593 382,593 384,579
R17,F05,C2 786,198 755,416 741,984 734,117 741,744
R17,F10,C2 1,162,290 1,113,030 1,086,710 1,034,154 1,086,640
R17,F01,C8 539,817 530,435 529,350 525,189 529,876
R17,F05,C8 1,348,750 1,232,750 1,224,770 1,204,567 1,230,910
R17,F10,C8 2,227,780 2,043,920 2,008,220 1,958,676 1,999,950
R18,F01,C1 864,425 845,718 846,857 842,109 844,260
R18,F05,C1 1,640,200 1,606,880 1,597,740 1,556,693 1,588,890
R18,F10,C1 2,399,230 2,359,170 2,233,090 2,149,024 2,264,470
R18,F01,C2 962,402 942,884 941,635 934,187 944,708
R18,F05,C2 1,958,150 1,908,250 1,885,570 1,833,797 1,883,870
R18,F10,C2 2,986,000 2,813,750 2,813,750 2,709,098 2,806,020
R18,F01,C8 1,617,320 1,563,820 1,536,600 1,520,032 1,542,500
R18,F05,C8 4,268,580 4,039,340 3,993,820 3,934,504 4,039,410
R18,F10,C8 7,440,780 6,639,848 6,578,230 6,503,621 6,603,500

Table 16: Best solutions for R instances
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Instance TS-PR/ TS-PR/ TS-PR/ TS-PR/
P-TS CPLEX 1h CPLEX 5h B.CPLEX
R13,F01,C1 -0.33% 0.00% 0.00% 0.00%
R13,F05,C1 -1.36% 0.00% 0.00% 0.00%
R13,F10,C1 -4.94% 0.00% 0.00% 0.00%
R13,F01,C2 -2.54% 0.00% 0.00% 0.00%
R13,F05,C2 -5.26% 0.16% 0.16% 0.16%
R13,F10,C2 7.62% 1.78% 0.84% 1.29%
R13,F01,C8 -2.99% 0.00% 0.00% 0.00%
R13,F05,C8 -3.87% 0.28% 0.28% 1.26%
R13,F10,C8 -10.93% 0.02% 0.96% 2.13%
R14,F01,C1 -1.77% 0.31% 0.31% 0.31%
R14,F05,C1 -3.37% -2.92% -0.03% 0.00%
R14,F10,C1 -5.48% -5.95% -0.09% 3.34%
R14,F01,02 2.58% 0.32% 0.32% 0.32%
R14,F05,C2 -6.75% -1.07% -0.13% 0.84%
R14,F10,C2 -7.17% -0.96% -0.49% 3.97%
R14,F01,C8 -2.51% 0.07% 0.09% 0.09%
R14,F05,C8 -5.93% -3.06% 0.20% 1.40%
R14,F10,C8 -8.69% -0.35% -0.04% 0.82%
R15,F01,C1 -1.97% 0.16% 0.16% 0.16%
R15,F05,C1 -7.59% 0.26% 0.26% 2.03%
R15,F10,C1 -6.99% -0.88% 0.16% 4.54%
R15,F01,C2 -2.66% -0.13% -0.04% 0.00%
R15,F05,C2 -4.93% -1.38% 0.27% 2.45%
R15,F10,C2 -10.72% -10.08% -0.33% 3.22%
R15,F01,C8 -2.68% 0.29% 0.29% 0.29%
R15,F05,C8 -4.67% 0.02% 0.02% 0.02%
R15,F10,C8 -12.42% 0.27% 0.27% 0.27%
R16,F01,C1 -1.86% 0.00% 0.00% 0.00%
R16,F05,C1 -5.25% 0.00% 0.00% 0.00%
R16,F10,C1 -8.57% 0.23% 1.33% 1.33%
R16,F01,C2 -1.87% 0.16% 0.16% 0.16%
R16,F05,C2 -5.87% 0.36% 1.00% 1.00%
R16,F10,C2 -7.52% -0.28% 0.65% 0.65%
R16,F01,C8 -3.91% 0.27% 0.27% 0.27%
R16,F05,C8 -8.05% 0.18% 0.32% 2.79%
R16,F10,C8 -7.39% 0.82% 1.29% 3.48%
R17,F0L,C1 2.05% 0.47% 0.47% 0.47%
R17,F05,C1 -6.15% -1.51% -1.43% 2.33%
R17,F10,C1 -9.28% -3.86% -1.59% 4.63%
R17,F01,C2 -2.54% 0.33% 0.33% 0.33%
R17,F05,C2 -6.08% -1.93% -0.11% 0.95%
R17,F10,C2 -6.39% -1.88% 0.53% 5.34%
R17,F01,C8 -1.78% -0.01% 0.19% 0.98%
R17,F05,C8 -9.50% -0.09% 0.56% 2.20%
R17,F10,C8 -11.39% -2.20% -0.41% 2.06%
R18,F01,C1 -2.39% -0.17% -0.31% 0.25%
R18,F05,C1 -4.09% -1.98% -1.40% 1.21%
RI8,F10,C1 7.08% 5.29% 0.34% £.09%
R18,F01,C2 -2.19% -0.12% 0.01% 0.80%
R18,F05,C2 -3.94% -1.29% -0.09% 2.66%
R18,F10,C2 -6.92% -0.75% -0.75% 3.00%
R18,F01,C8 -4.97% -1.50% 0.27% 1.34%
R18,F05,C8 -5.67% 0.00% 1.13% 2.60%
R18,F10,C8 -12.60% -0.48% 0.45% 1.58%

Table 17: TS-PR improvement with respect to other methods for R instances
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Tnstance P-TS | CPLEX 1h| TS TS/P-TS | TS/CPLEX Lh
C20,230,200,V,L. | 102,919 | 98,976 100,708 |  -2.20% 1.72%
C20,230,200,F,L. | 150,764 | 141,689 145,958 | -3.29% 2.92%
C20,230,200,V,T | 103,371 | 101,696 102,906 | -0.45% 1.18%
C20,230,200,F, T | 149,942 | 141,671 142,038 | -5.56% 0.26%
C20,300,200,V,L. | 82,533 78,168 80,166 | -2.95% 2.49%
C20,300,200,F,1, | 128,757 | 122,164 124,846 | -3.13% 2.15%
C20,300,200,V,T | 78,571 76,602 77692 | -1.13% 1.40%
C20,300,200,F, T | 116,338 | 114,816 119,384 | 2.55% 3.83%
C30,520,100,V,.L_ | 55,081 54,683 55,002 | -1.78% 0.58%
C30,520,100,F,.L. | 104,533 | 101,346 102,735 | -1.75% 1.35%
C30,520,100,V,T | 54,493 53,041 53,313 | -2.21% 0.51%
C30,520,100,F,T | 105,167 | 102,090 102,484 | 2.62% 0.38%
C30,520,400,V,L. | 119,735 | 115,167 118,627 | -0.93% 2.92%
C30,520,400,F,.L | 162,360 | 153,311 155,270 | -4.57% 1.26%
C30,520,400,V,T | 120,421 n/a 119,795 | -0.52% n/a
C30,520,400,F, T | 161,978 n/a 156,604 | -3.37% n/a
C30,700,100,V,L. | 49,902 48,855 48,879 | -2.09% 0.05%
C30,700,100,F,.L. | 63,389 61,846 61,745 | -3.47% 20.16%
C30,700,100,V,T | 48,202 46,792 AT 141 | -2.25% 0.74%
C30,700,100,F,T | 58,204 56,251 56,810 | -2.45% 0.98%
C30,700,400,V,L. | 103,932 | 101,237 101,423 | 2.47% 0.18%
C30,700,400,F, T | 157,043 n/a 141,037 | -11.35% n/a
C30,700,400,V,T | 103,085 n/a 108,481 | 4.97% n/a
C30,700,400,F, T | 141,917 | 133,194 134,320 | -5.66% 0.84%

Table 18: Improvement achieved by the tabu-search procedure on C instances
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[ Instance | P-TS [ CPLEX1h [ TS [ TS/P-TS [ TS/CPLEX 1h ]
R13,F01,C1 147,837 147,349 148,425 0.40% 0.72%
R13,F05,C1 281,668 277,891 289,535 2.72% 4.02%
R13,F10,C1 404,434 385,396 403,490 -0.23% 4.48%
R13,F01,C2 159,852 155,887 157,743 -1.34% 1.18%
R13,F05,C2 311,209 295,180 306,783 -1.44% 3.78%
R13,F10,C2 470,034 444,545 456,269 -3.02% 2.57%
R13,F01,C8 225,339 218,787 219,105 -2.85% 0.15%
R13,F05,C8 512,027 491,603 500,403 -2.32% 1.76%
R13,F10,C8 875,984 789,479 813,589 -7.67% 2.96%
R14,F01,C1 431,562 422,709 437,836 1.43% 3.45%
R14,F05,C1 811,102 807,553 853,765 5.00% 5.41%
R14,F10,C1 1,193,950 1,199,250 [ 1,214,782 L.71% 1.28%
R14,F01,C2 465,762 452,591 455,609 -2.23% 0.66%
R14,F05,C2 942,678 892,534 914,839 -3.04% 2.44%
R14,F10,C2 1,401,880 1,320,570 | 1,378,765 -1.68% 4.22%
R14,F01,C8 720,882 702,781 714,841 -0.85% 1.69%
R14,F05,C8 1,795,650 1,747,030 | 1,743,116 -3.01% -0.22%
R14,F10,C8 2,997,290 2,767,180 | 2,874,717 -4.26% 3.74%
R15,F01,C1 1,039,440 1,017,740 | 1,033,662 -0.56% 1.54%
R15,F05,C1 2,170,310 2,011,860 | 2,156,433 -0.64% 6.70%
R15,F10,Cl1 3,194,270 3,011,740 | 3,362,675 5.01% 10.44%
R15,F01,C2 1,205,790 1,176,050 [ 1,177,198 -2.43% 0.10%
R15,F05,C2 2,698,680 2,607,500 | 2,785,075 3.10% 6.38%
R15,F10,C2 4,447,950 4,422,350 | 4,430,712 -0.39% 0.19%
R15,F01,C8 2,472,860 2,401,180 | 2,408,210 -2.68% 0.29%
R15,F05,C8 6,067,350 5,795,320 | 5,874,704 -3.28% 1.35%
R15,F10,C8 | 10,263,600 9,105,010 | 9,205,777 [ -11.49% 1.09%
R16,F01,C1 142,692 140,082 141,352 -0.95% 0.90%
R16,F05,C1 261,755 248,703 260,685 -0.41% 4.60%
R16,F10,C1 374,819 344,446 371,854 -0.80% 7.37%
R16,F01,C2 145,266 142,381 143,345 -1.34% 0.67%
R16,F05,C2 277,307 260,993 264,345 -4.90% 1.27%
R16,F10,C2 391,386 361,626 375,258 -4.30% 2.73%
R16,F01,C8 187,176 179,639 181,350 -3.21% 0.94%
R16,F05,C8 423,320 391,101 398,082 -6.34% 1.75%
R16,F10,C8 649,121 599,456 629,107 -3.18% 4.711%
R17,F01,C1 374,016 364,784 372,914 -0.30% 2.18%
R17,F05,C1 718,135 686,722 695,550 -3.25% 1.27%
R17,F10,C1 1,041,450 989,809 1,037,684 -0.36% 4.61%
R17,F01,C2 393,608 382,593 385,225 -2.18% 0.68%
R17,F05,C2 786,198 755,416 782,334 -0.49% 3.44%
R17,F10,C2 1,162,290 1,113,030 [ 1,142,773 -1.71% 2.60%
R17,F01,C8 539,817 530,435 535,475 -0.81% 0.94%
R17,F05,C8 1,348,750 1,232,750 | 1,299,937 -3.76% 5.17%
R17,F10,C8 2,227,780 2,043,920 | 2,223,244 -0.20% 8.07%
R18,F01,C1 864,425 845,718 866,802 0.27% 2.43%
R18,F05,C1 1,640,200 1,606,880 | 1,609,622 -1.90% 0.17%
R18,F10,Cl1 2,399,230 2,359,170 | 2,380,708 -0.78% 0.90%
R18,F01,C2 962,402 942,884 966,838 0.46% 2.48%
R18,F05,C2 1,958,150 1,908,250 [ 1,955,396 -0.14% 2.41%
R18,F10,C2 2,986,000 2,813,750 | 3,157,951 5.45% 10.90%
R18,F01,C8 1,617,320 1,563,820 | 1,572,109 -2.88% 0.53%
R18,F05,C8 4,268,580 4,039,340 | 4,312,752 1.02% 6.34%
R18,F10,C8 7,440,780 6,639,848 | 6,899,618 -7.84% 3.76%

Table 19: Improvement achieved by the tabu-search procedure on R instances
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the number of arcs fixed to closed and the number of arcs in the instance. When the
number of arcs is large, closing unpromising arcs helps reduce the search space and
the running time. We note that there are some instances for which the entries in this
column column are relatively low (about 10% to 40%). These are instances for which
the number of arcs in the best solutions found by CPLEX is generally quite large (e.g.,
instances “R14,F01,C8” and “R15,F01,C8”) compared to the number of arcs in these
instances, which indicates that most arcs are needed in the design. The values in the last
two columns are the ratios of the open-intensification and closed-intensification schemes
compared to the tabu-search methods indicating the good behaviour of the procedures.

Instance O.Int. C.Int. O.CPLEX O.Int./ C.Int./ | Int. Open/ | Int. Close/
O.CPLEX Arcs TS TS
C20,230,200,V,L, 13 129 57 75% 56% 257% 353%
(20,230,200,F,L 38 153 16 33% 67% 1.61% I71%
C20,230,200,V,T 18 139 58 33% 60% 1.20% 217%
C20,230,200,F, T 53 142 62 85% 62% -1.13% -2.21%
C20,300,200,V,L 60 193 64 94% 64% -1.15% -3.33%
C20,300,200,F,L 53 197 62 85% 66% -3.10% -4.05%
C20,300,200,V,T 62 192 71 87% 64% -0.45% -1.62%
C20,300,200,F,T 57 183 65 88% 61% -4.40% -6.81%
C30,520,100,V,L 69 387 91 76% 74% -0.26% -0.40%
C30,520,100,F,L 61 395 75 81% 76% -1.37% -2.63%
C30,520,100,V,T 103 365 111 93% 70% -0.08% -0.52%
C30,520,100,F,T 79 390 91 7% 5% 0.43% 1.06%
C30,520,400,V,L 124 339 127 98% 65% 1.33% 2.68%
C30,520,400,F,L 171 309 113 104% 59% -0.67% -1.21%
C30,520,400,V,T 152 324 n/a n/a 62% -0.07% -2.19%
C30,520,400,F, T 227 254 n/a n/a 49% -0.35% -0.51%
C30,700,100,V,L 78 575 84 93% 82% 0.00% -0.15%
C30,700,100,F,L 62 577 68 91% 82% -0.18% -0.55%
C30,700,100,V,T 94 544 104 90% 78% -0.37% -0.70%
C30,700,100,F,T 76 540 98 78% 7% -1.02% -1.02%
C30,700,400,V,L 105 554 115 91% 79% -0.73% -0.83%
C30,700,400,F, T 104 502 113 92% 72% 0.00% 0.00%
C30,700,400,V,T 131 511 138 95% 73% 1.83% 10.84%
C30,700,400,F, T 132 536 128 103% % 20.98% 2.26%

Table 20: Open and closed arc statistics for C instances

Tables 22 and 23 display information relating to the execution of the proposed pro-
cedures. The second column gives the system imbalance for the solution obtained by the
initialization step, and the third column reports the total running time. The last two
columns give the number of solutions found by tabu-search and path-relinking phases.
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Instance O.Int. C.Int. O.CPLEX O.Int./ C.Int./ | Int. Open/ | Int. Close/
O.CPLEX Arcs TS TS

R13,F01,C1 39 162 45 87% 74% -0.37% -0.73%

R13,F05,C1 20 160 34 59% 73% -1.05% -4.19%

R13,F10,C1 18 151 31 58% 69% -3.46% -4.69%

R13,F01,C2 34 149 44 7% 68% -0.31% -1.19%

R13,F05,C2 21 158 37 57% 72% -2.08% -3.76%

R13,F10,C2 23 162 36 64% 74% -4.13% -4.46%

R13,F01,C8 71 101 81 88% 46% -0.10% -0.15%

R13,F05,C8 48 126 68 71% 57% -0.91% -1.51%

R13,F10,C8 49 124 66 74% 56% -2.55% -3.03%
R14,F01,C1 47 125 59 80% 57% -0.86% -3.25%
R14,F05,C1 29 141 42 69% 64% -2.32% -8.81%
R14,F10,C1 26 161 35 74% 73% -2.95% -7.32%
R14,F01,C2 54 115 63 86% 52% -0.35% -0.35%
R14,F05,C2 36 146 50 72% 66% -1.14% -3.60%
R14,F10,C2 31 155 49 63% 70% -1.57% -5.41%
R14,F01,C8 114 22 126 90% 10% -1.01% -1.65%
R14,F05,C8 81 93 97 84% 42% 0.90% -2.83%
R14,F10,C8 65 105 90 72% 48% -1.70% -4.24%
R15,F01,C1 63 111 67 94% 50% -0.42% -1.40%
R15,F05,C1 48 75 53 91% 34% -2.84% -6.90%
R15,F10,C1 37 144 49 76% 65% -10.27% -12.63%
R15,F01,C2 72 118 88 82% 54% -0.15% -0.23%
R15,F05,C2 65 65 75 87% 30% -4.81% -8.29%
R15,F10,C2 71 63 7 92% 29% -4.03% -10.29%
R15,F01,C8 159 35 175 91% 16% 0.00% 0.00%

R15,F05,C8 123 39 125 98% 18% -0.17% -1.35%
R15,F10,C8 106 81 110 96% 37% -0.34% -0.84%
R16,F01,C1 32 245 41 78% 78% -0.46% -0.91%
R16,F05,C1 19 219 31 61% 70% -3.45% -4.82%
R16,F10,C1 18 250 29 62% 80% 0.00% -7.711%
R16,F01,C2 36 258 41 88% 82% -0.16% -0.52%
R16,F05,C2 22 254 30 73% 81% -0.66% -0.92%
R16,F10,C2 24 227 34 71% 72% -1.81% -3.09%
R16,F01,C8 50 226 69 72% 72% -0.09% -0.68%
R16,F05,C8 37 209 60 62% 67% -1.36% -1.60%
R16,F10,C8 36 231 58 62% 74% -3.73% -4.08%
R17,F01,C1 40 235 a7 85% 74% 20.29% 175%
R17,F05,C1 28 256 39 72% 81% -2.81% -2.81%
R17,F10,C1 18 253 36 50% 80% -5.24% -8.89%
R17,F01,C2 50 231 57 88% 73% 0.00% -0.35%
R17,F05,C2 32 251 43 74% 79% -3.75% -5.56%
R17,F10,C2 35 244 42 83% 7% -3.77% -4.60%
R17,F01,C8 84 181 99 85% 57% -0.55% -0.96%
R17,F05,C8 67 203 90 74% 64% -3.06% -5.54%
R17,F10,C8 57 208 88 65% 65% -3.53% -11.16%
R18,F01,C1 54 183 65 83% 58% -0.97% -2.67%
R18,F05,C1 47 226 45 104% 72% -2.15% -2.15%
R18,F10,C1 44 211 40 110% 67% -1.37% -6.25%
R18,F01,C2 57 200 75 76% 63% -1.91% -2.66%
R18,F05,C2 62 238 60 103% 76% -1.34% -3.80%
R18,F10,C2 51 246 58 88% 78% -8.36% -13.07%
R18,F01,C8 158 124 160 99% 39% -0.32% -2.04%
R18,F05,C8 126 157 116 109% 50% 0.00% -6.77%
R18,F10,C8 108 170 99 109% 54% -1.86% -3.94%

Table 21: Open and closed arc statistics for R instances
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Instance System Running | Time CPLEX | No. TS | No. PR
Imbalance Time 5 hours
(C20,230,200,V,L 18 91 300 10 85
C20,230,200,F,L 8 92 300 6 40
C20,230,200,V,T 14 78 300 10 43
C20,230,200,F, T 12 84 300 7 33
C20,300,200,V,L 22 162 300 15 95
(C20,300,200.,F,L 20 110 300 9 47
C20,300,200,V, T 10 90 300 13 68
(C20,300,200,F, T 16 141 300 11 88
C30,520,100,V,L 26 85 300 29 185
C30,520,100,F,L 22 118 300 21 187
C30,520,100,V,T 30 103 300 16 166
C30,520,100,F, T 22 165 300 13 109
(C30,520,400,V,L 16 221 300 17 157
C30,520,400,F,L 28 146 300 22 110
C30,520,400,V, T 24 210 n/a 19 127
C30,520,400,F, T 38 136 n/a 26 123
C30,700,100,V,L 22 74 67 25 91
C30,700,100,F,L 16 153 300 23 146
C30,700,100,V,T 36 135 300 24 155
C30,700,100,F, T 22 152 300 29 225
C30,700,400,V,L 24 136 300 35 125
(C30,700,400,F, T 26 80 300 21 185
C30,700,400,V,T 32 222 300 14 116
C30,700,400,F, T 28 130 300 13 60

Table 22: Statistical information execution C instances
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Instance System Running Time CPLEX No. TS No. PR
Imbalance Time 5 hours
R13,F01,C1 18 62 1 16 78
R13,F05,C1 12 63 54 19 113
R13,F10,C1 8 63 49 15 115
R13,F01,C2 18 62 1 18 80
R13,F05,C2 12 63 105 18 128
R13,F10,C2 16 63 300 13 93
R13,F01,C8 28 62 20 18 82
R13,F05,C8 28 71 300 11 98
R13,F10,C8 22 63 300 18 136
R14,F01,C1 24 69 15 23 140
R14,F05,C1 18 65 300 16 121
R14,F10,C1 14 73 300 6 28
R14,F01,C2 16 65 7 14 81
R14,F05,C2 16 95 300 13 109
R14,F10,C2 16 85 300 9 57
R14,F01,C8 34 107 290 16 71
R14,F05,C8 18 108 300 9 39
R14,F10,C8 28 169 300 10 126
R15,F01,C1 20 67 45 6 31
R15,F05,C1 14 114 300 9 60
R15,F10,C1 10 125 300 4 18
R15,F01,C2 20 87 300 12 66
R15,F05,C2 20 146 300 3 26
R15,F10,C2 18 170 300 5 44
R15,F01,C8 34 117 300 4 10
R15,F05,C8 18 149 17 7 29
R15,F10,C8 34 85 5 7 28
R16,F01,C1 6 62 I 14 54
R16,F05,C1 10 63 126 23 96
R16,F10,C1 12 63 300 11 81
R16,F01,C2 14 64 1 22 103
R16,F05,C2 18 63 100 14 84
R16,F10,C2 18 67 300 12 105
R16,F01,C8 32 66 73 31 146
R16,F05,C8 32 64 300 15 119
R16,F10,C8 24 73 300 18 142
R17,F01,C1 14 71 26 15 83
R17,F05,C1 8 133 300 13 121
R17,F10,C1 18 131 300 13 123
R17,F01,C2 20 80 23 26 129
R17,F05,C2 18 66 300 11 68
R17,F10,C2 20 90 300 15 118
R17,F01,C8 34 115 300 25 178
R17,F05,C8 32 187 300 9 70
R17,F10,C8 32 137 300 7 61
R18,F01,C1 14 136 300 20 148
R18,F05,C1 10 96 300 7 60
R18,F10,C1 10 72 300 9 38
R18,F01,C2 24 219 300 11 129
R18,F05,C2 12 91 300 3 18
R18,F10,C2 12 140 300 4 26
R18,F01,C8 38 127 300 5 26
R18,F05,C8 40 128 300 5 21
R18,F10,C8 20 68 300 3 7

Table 23: Statistical information execution R instances
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