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Abstract. The Time-dependent Vehicle Routing Problem with Emission and Cost Minimization considering Dynamic Paths consists of routing a fleet of vehicles to serve a set of customers across a time-dependent network modeled as a multigraph in which the traveling speed of each arc changes over time. The problem involves determining time-dependent paths minimizing travel time, greenhouse gas emissions, or costs to visit all customers taking into account the instantaneous speed imposed by traffic on each road segment of the underlying network. To solve the problem we propose an efficient nearest neighbor improvement heuristic that incorporates a time-dependent quickest path method. The proposed method involves the fast computation of time-dependent point-to-point paths based on different measures such as time, fuel consumption, or cost on a multigraph representing large road networks using a time-dependent label-setting algorithm. Based on new large-scale benchmark instances that realistically represent typical freight distribution operations and capture congested periods using real-life road networks and large data sets of speed observations, extensive computational experiments are conducted under three optimization criteria, namely minimizing travel time, emissions and total costs. We also carry out sensitivity analysis to assess the effects of departure time choice, congestion avoidance decisions and customer demands on the resulting routing plans. Our method significantly outperforms the results obtained with a classical heuristic based on speed limits without regard to traffic congestion.
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1 Introduction

In most countries freight transportation in urban areas is among the largest sources of greenhouse gas (GHG) emissions [Demir et al., 2014b]. With increasing road transportation activity and the expected growth of freight flows at a fast rate, GHG emissions are expected to continue to increase at a similar pace [Transports Canada, 2017]. In Canada, the transportation sector (including passenger, freight and off-road emissions) is the second-largest source of GHG, reaching 24% of the country’s GHG emissions [Transports Canada, 2017].

Large urban areas continue to face congestion due to increased flow of trucks. It is widely recognized that in urban areas, vehicles must often travel at the speed imposed by traffic, which affects travel times at certain periods of the day. The variability of traveling speed has a significant impact on the performance of road freight transportation operations, GHG emissions and fuel consumption [Bektaş and Laporte, 2011]. Third-party logistics (3PL) providers are nowadays in position to acquire the speed of traffic on the road. Considering time-varying speeds and alternative paths between customers in route planning may lead to effective routes and schedules that avoid congestion, minimize GHG emissions and yield cost savings more than the traditional vehicle routing problem (VRP).

A feature largely overseen in VRPs is that between any pair of customer nodes (see Figure 1) there are many links (road segments) connecting them through the underlying physical road network (Figure 2), corresponding to multiple time-dependent paths of different travel times, costs and emissions according to time-varying speeds. Hence, routing decisions involve not only sequencing the customers but also path choices depending on departure times, customer demands and the optimization criteria. The main objective is to minimize the sum of operational and environmental costs while respecting capacity constraints. Travel cost is defined with respect to fuel consumption costs and driver wages. Moreover, when a vehicle travels across an arc it emits a certain amount of GHG which is directly proportional to the amount of fuel consumed [Franceschetti et al., 2013]. The fuel consumption depends on several factors, such as carried load, speed, road characteristics, among others. The corresponding problem is a Time-dependent Vehicle Routing Problem with Emission and Cost Minimization considering Dynamic Paths (TDVRP-ECMDP) on time-dependent networks where the flow speed of each road link depends on the time. Vehicles must travel at the speed imposed by traffic, which is determined by congestion.

Path selection in time-dependent VRPs (TDVRP) has been considered by few works. Ehmke et al. [2016b] and Qian and Eglese [2016] solved the TDVRP considering emissions-minimized paths using
Figure 1: Illustration of a classical simplified network

Figure 2: Illustration of a subset of customers and segment nodes of the road network of Quebec City
a tabu search and their instances was limited to 30 and 60 customers, respectively as the search space increases drastically. Huang et al. [2017] considered path flexibility in the TDVRP with a multigraph through the integration of path selection decision according to departure time and congestion levels. A multigraph model was first introduced by Garaix et al. [2010] to consider alternative paths between all pairs of key-locations. Letchford et al. [2014], Lai et al. [2016] and Ticha et al. [2017] used the multigraph representation to solve different VRPs. Their results indicate that the multigraph structure significantly increases computing times. We follow these studies by applying speed-up techniques to efficiently find appropriate time-dependent paths connecting the clients without computing them in advance for very large instances (up to 500 customers), road network (50376 arcs) and number of time slots (buckets of 15 minutes). We compute time-dependent quickest and least emission paths, and use the TD least costly path to investigate the insights related to different optimization objectives. To solve the TDVRP-ECMDP we develop efficient heuristics which are successfully applied to large road networks using a realistic set of large scale benchmark instances from 24 millions speed observations collected by furniture and appliance stores in Quebec City. We conduct sensitivity analysis to shed light on the trade-offs between multiple performance indicators, including driving time, GHG emissions and generalized costs pertaining to fuel consumption, traffic congestion, and drivers costs. Our detailed experimental analysis also quantifies the effects of flexible departure times from the depot and carried load according to customer demands. The scientific contributions of this research are fourfold:

(i) we model the underlying road network using a multigraph, which involves not only the best sequences of nodes across routes but also the fast computation of TD point-to-point quickest paths (TDQP), least emission paths (TDLEP) and least costly paths (TDLCP);

(ii) we create a new large sized benchmark set of instances reflecting real road freight distribution operations and congested areas of the road network from a large data set of speed observations;

(iii) we propose an efficient TD nearest neighbor method adapted to the multigraph representation to solve the TDVRP-ECMDP taking into account the effects of path choice and congestion avoidance decisions on GHG emissions as well as on traveling cost. Significant saving are obtained by integrating TDLCPs into routing decisions, which captures and minimizes fuel consumption along with operational costs;

(iv) we conduct sensitivity analysis to demonstrate that significant saving in terms of emissions and cost is achieved with regard to departure times.
The remainder of this paper is organized as follows. Section 2 summarizes the relevant literature. Section 3 formally describes the TDVRP-ECMDP. In Section 4, a detailed description of the designed TDVRP-ECMDP heuristics is provided. Section 5 presents extensive computational experiments and their numerical results. Finally, conclusions are stated in Section 6.

2 Literature review

In this section, we review the existing contributions on green logistics that consider the impact of GHG emissions in addition to operational issues on vehicle routing models in Section 2.1. Then, we look at existing studies on TD routing in Section 2.2.

2.1 Green logistics problems

Figliozi [2011] studied a variant of the VRP in which GHG emissions minimization is pursued. He shows the effects of travel time optimization and the location of the depot in reducing emission levels considering scenarios with and without congestion. Likewise, Jabali et al. [2012] presented a variant of the problem with time-varying traffic. The planning horizon is divided into two periods, the first one is a congested period, whereas the second one considers free-flow.

Moreover, some have considered speed optimization decisions when dealing with emission minimization, as introduced by Bektaş and Laporte [2011]. Their model computes the travel cost through a function encompassing fuel consumption, GHG emissions and driver costs. Later, Demir et al. [2014a] introduced the bi-objective PRP in order to analyze trade-offs between fuel consumption and travel time. The authors developed a solution method based on the Adaptive Large Neighborhood Search and the speed optimization algorithm proposed by Demir et al. [2012]. They show that there is no need to greatly compromise on driving time in order to achieve a significant reduction in fuel consumption and GHG emissions. In a subsequent work, Kramer et al. [2015b] propose a solution method for the PRP combining a local search with an integer programming approach over a set covering formulation and a recursive speed optimization algorithm. This work was extended by Kramer et al. [2015a] to account for the effects of flexible departure times from the depot.

In their studies, Franceschetti et al. [2013] extend the PRP by capturing traffic congestion in the network. The authors consider three time periods: one congested, a transient one, and a free-flow period. They define conditions under which it is optimal to wait at certain nodes of the network in...
order to avoid congestion and to reduce GHG emissions. Later, Franceschetti et al. [2017] developed a metaheuristic to solve the PRP with time-varying traffic congestion, which uses a departure time and speed optimization procedure designed by Franceschetti et al. [2013]. In a related study, Xiao and Konak [2016] extend the PRP with time-varying traffic congestion by considering a heterogeneous vehicle fleet. In order to avoid traffic congestion and reduce emissions they designed an algorithm that allows waiting at customers and on the road. Otherwise, Dabia et al. [2017] developed an exact method based on branch-and-price to solve a variant of the PRP in which the speed decision is taken at the route level and is assumed to be the constant along a route. Recently, Behnke and Kirschstein [2017] investigate the effects of path selection on a real world network. They show that considering emission-minimizing paths between customers can lead to additional emission savings.

### 2.2 Time-dependent routing

Most of the literature in this field relies on the speed model of Ichoua et al. [2003], where they do not assume a constant speed over the entire length of an arc. Thus, the speed on each arc may change when the boundary between two consecutive time intervals is crossed. In this way, this model guarantees the first-in, first-out (FIFO) property [Ghiani and Guerriero, 2014b]. Another contribution in the context of FIFO dynamics is due to Van Woensel et al. [2008] who proposed a queueing approach to model traffic congestion by tacking into account the change on travel speeds. For a relevant literature review on the TD routing problems, the reader is referred to Gendreau et al. [2015].

Another research stream has focused on the link travel time model (LTM) [Delling and Nannicini, 2012] in which arc travel times are specified upon entrance to an arc and are assumed to be fixed during its traversal. In the LTM, the network does not satisfy the FIFO property, which requires additional algorithmic steps to ensure FIFO dynamics. To model travel times Fleischmann et al. [2004] proposed a smoothed travel time function satisfying the FIFO consistency.

Focusing on TD networks Sung et al. [2000] introduced the flow speed model (FSM) for a TD shortest path where the flow speed of each arc depends on the time intervals. The FSM is consistent to the FIFO property. Another recent work by Kok et al. [2012] investigated the impact of traffic congestion on the performance of vehicle route plans. The authors evaluated multiple strategies for avoiding traffic congestion when solving shortest path and VRPs. They designed a speed model to reflect the key elements of peak hour congestion on urban area networks. To solve the TDVRP they applied a modified Dijkstra algorithm and a dynamic programming heuristic.
Slightly different from the VRP, some have worked on the paths connecting two customers. Ghiani and Guerriero [2014a] and Calogiuri et al. [2015] studied the TD quickest path problem, which aims to find the least time path. They developed a TD lower bound on the time-to-target that can be computed by ignoring congestion ratios. Many studies have dealt with emission-minimizing paths between customers in vehicle routing [Ehmke et al., 2016a, Qian and Eglese, 2016, Wen et al., 2014]. These applied the Methodology for Estimating Emissions from Transport (MEET) [Hickman et al., 1999] to calculate GHG emissions which does not explicitly take the changing weight of the carried load into account. Ehmke et al. [2016b] proposed an emissions-minimizing model that explicitly accounts for the path finding problem between stops. The majority of paths between customers are pre-computed in advance using path averaging and approximation method. However, none of these works considered the effects of flexible departure times or waiting at depot and traffic conditions on both emissions and costs.

Finally, some related work on TD routing have focused on the optimization of routing plans by explicitly considering path flexibility [Androutsopoulos and Zografos, 2017, Ehmke et al., 2016b, Huang et al., 2017, Qian and Eglese, 2016]. They also indicate that path flexibility increases the problem size requiring efficient heuristics to solve large scale instances. Although Ehmke et al. [2016b] and Qian and Eglese [2016] use finer speed levels to depict the 24 hour traffic conditions, the planing horizon in their instances usually contains only one peak hour or daily period. Even if the benefits of both GHG emissions and costs saving in vehicle routing and scheduling are clear, there is a lack of research on the TDVRP with cost minimization considering TDLCP computation which considers time-varying speeds for each road segment across a road network, and not only for customer links. The only works we are aware of that focused in finding TDLCPs are those of Wen et al. [2014], Di Bartolomeo et al. [2017] and Heni et al. [2017]. Hence, this paper focus on solving large scale instances and deals explicitly with the trade-off between travel time, fuel consumption and cost in TDVRP involving emission and cost optimization considering time-varying speeds, congestion and dynamic paths on the underlying networks.

3 Problem description

The TDVRP-ECMDP is defined on a network (multigraph) $G^T = (V^T, A^T, Z^T)$ in which $V^T = V \cup V^g \cup \{0\}$ is the set of all nodes: the depot is represented by node 0, the set of customer nodes is $V$, and the set $V^g$ represents the other nodes of the road networks. $A^T = \{(u, v): u, v \in V^T, u \neq v\}$ is the
sparse set of all road segments connecting pair of nodes of the network, some of them being customers. Let \( T = z_0 + H\delta \) be the length of the planning horizon within which all routes must be completed, where \( \delta > 0 \) represents the smallest increment of time over which a change in the speed happens. This planning horizon is divided into a finite number \( H \) of time intervals \( Z_h = [z_0 + h\delta, z_0 + (h+1)\delta] \) considering the set \( \mathcal{Z}_T = \{ z_0, z_0 + \delta, \ldots, z_0 + H\delta \} \) of discrete times, with \( h = 0, 1, 2, \ldots, H - 1 \). With each road segment \((u, v) \in \mathcal{A}_T\) is associated a time-dependent travel speed \( s_{uv}^h \) during time interval \( Z_h \). In particular, based on the FSM we assume that the speed of each road segment varies as the time interval changes. Thus, when a vehicle travels across a road segment \((u, v)\), its traveling speed is not constant over the full arc, but may change when the boundary between two consecutive time intervals is crossed. Hence, the speed \( s_{uv}^h \) on arc \((u, v)\) is assumed to be constant over a given time interval \( Z_h \) and can be defined as:

\[
s_{uv}^h = \sigma_{uv}^h U_{uv},
\]

where \( \sigma_{uv}^h \in [0, 1] \) represents the congestion factor of arc \((u, v)\) during the time interval \( Z_h \) and \( U_{uv} \) is the speed limit imposed by traffic regulations.

For any road segment \((u, v) \in \mathcal{A}_T\) let \( L_{uv} \) denote the distance between nodes \( u \) and \( v \). Let \( l_{uv}^h \) represent the portion of the length \( L_{uv} \) covered during time interval \( Z_h \). Let \( h_t \) and \( h_\gamma \) be the indices of time intervals where the start time \( t \) at node \( u \) and the arrival time \( \gamma_p \) at node \( v \) belong to, respectively, with \( h_t \in \{0, \ldots, H - 1\} \) and \( h_\gamma \in \{h_t, \ldots, H - 1\} \). Let \( \tau_{uv}(t), f_{uv}(t) \) and \( c_{uv}(t) \) be the travel time, amount of GHG emissions and travel cost, respectively, related to the time \( t \in T \) at which a vehicle leaves node \( u \) to node \( v \). The travel time function is piecewise linear and satisfies the FIFO property:

\[
\tau_{uv}(t) = \sum_{h=h_t}^{h_\gamma} t_{uv}^h / s_{uv}^h.
\]

Furthermore, a homogeneous fleet of vehicles with capacity \( Q \) is available at the depot. Each customer \( i \in \mathcal{V} \) has a non-negative demand \( q_i \) and a service time \( w_i \), \( q_0 = w_0 = 0 \). We denote the set of customers included in route \( r \) as \( \mathcal{V}(r) \subseteq \mathcal{V} \). Let \( \gamma^T_i(t) \) be a function that provides the ready time at node \( i \) when service is fulfilled given a starting time \( t \) at the depot. Let \( \Omega_{ij} \) be the set of all feasible paths on \( G_T \) connecting any pair of depot and customers nodes \( i, j \) through the underlying road network. Each path \( p_{ij} \in \Omega_{ij} \) is composed of an ordered sequence of nodes \( [i, u_{ij}^0, \ldots, u_{ij}^n, j] \). Considering that the road segments attributes are TD, travel time, fuel consumption and travel cost between a pair of customers is defined by a dynamic path that varies according to the departure time, which is defined
by the schedule of traversing it as \( p_{ij}(\gamma_i(t)) = (\gamma_i(t), [i, \langle u_{ij0}, \ldots, u_{ijn} \rangle, j]) \). Any scheduled route \( r \) must follow an ordered sequence of node, and pair of nodes being connected by dynamic paths, such as TDLCPs, on the multigraph:

\[
\Psi_r(t) = (v_0, p_{01}(\gamma_0(t)), \ldots, p_{k-1,k}(\gamma_{k-1}(t)), v_k),
\]

where \( v_k \in \mathcal{V} \cup \{0\} \), \( v_0 = v_k = 0 \), \( u_{kn} \in \mathcal{V} \) are road segment extremities, and \( k \) represents the number of stops on the complete route.

The aim of the TDVRP-ECMDP is to construct a set of feasible routes that meet the demand of all customers without split delivery, starting and ending at the depot, driving at the speed of the traffic without exceeding the vehicle capacity nor violating their workday duration, so as to minimize a travel cost function encompassing the cost of driver’s wage, fuel consumption, and GHG emissions.

### 3.1 Modeling GHG emissions

Following relevant works in the literature (e.g., Ehmke et al. [2016b], Huang et al. [2017]) we consider the comprehensive modal emissions model (CMEM) [Barth and Boriboonsomsin, 2008, 2009] to calculate fuel consumption for heavy duty vehicles. Based on the CMEM with a given speed \( s \), total vehicle weight \( M^p \) across a given path \( p_{ij} \) and road gradient \( \theta \) the resulting instantaneous fuel consumption rate (in liters/second) is computed as follows:

\[
e_r = E_0 \left( E_1 + \left( \frac{(\alpha M^p + \beta s^2)s}{E_2} + T_{\text{acc}} \right) \right),
\]

where \( E_0 = \frac{\zeta}{\varpi} \), \( E_1 = kNEs \), \( E_2 = \frac{1}{C_{10000s}^\omega} \), \( M^p = \omega + q_i \), \( \alpha = a + g \sin \theta + gC_r \cos \theta \), \( \beta = 0.5C_d A \rho \), and \( T_{\text{acc}} \) are constant parameters related to the vehicle and its engine. All parameter values used are provided in A.

Moreover, considering only the average speed one may not capture precise GHG emissions. For example, if the travel speed on a road segment often drops far below the average speed during a specific time slot \( Z_n \), then the actual emissions will be much higher than if the trip occurs consistently at the average speed. Thus, to optimize GHG emissions in an urban area, we must explicitly consider the variability of the speed at different times of the day. Hence, for a given path \( p_{ij} \) traversed by a vehicle departing from customer \( i \) at ready time \( \gamma_i^p(t) \), the corresponding fuel consumption (in liters)
can be computed as follows:

\[ f_{p_{ij}}(t) = \sum_{(u,v) \in p_{ij}} f_{uv}(\gamma_u^p(t)), \]  

(5)

where

\[
\gamma_u^p(t) = \begin{cases} 
  t & \text{if } u = 0 \\
  \gamma_{u-1}^p(t) + \tau_{u-1,u}(\gamma_{u-1}^p(t)) & \text{if } u \in \mathcal{V}^g \\
  \gamma_{u-1}^p(t) + \tau_{u-1,u}(\gamma_{u-1}^p(t)) + \omega_u & \text{if } u \in \mathcal{V}, 
\end{cases}
\]

(6)

and \( f_{uv}(t) = f_{uv}^1(t) + f_{uv}^2(t) + f_{uv}^3(t) \). The first term \( f^1 \) denotes the fuel consumption related to the vehicle weight, \( f^2 \) represents the fuel consumption implied by travel time, and component \( f^3 \) measures the fuel consumption incurred by the variations in speed:

\[
f_{uv}^1(t) = \frac{\sum_{h=h_t}^{h_u} \left( \frac{l_{uv}^h}{s_{uv}^h} \right) \alpha ME_0 \frac{E_2}{E_2} \sum_{h=h_t}^{h_u} l_{uv}^h}{\sum_{h=h_t}^{h_u} l_{uv}^h} = \frac{\alpha ME_0}{E_2} L_{uv},
\]

(7)

\[
f_{uv}^2(t) = \frac{\sum_{h=h_t}^{h_u} \left( \frac{l_{uv}^h}{s_{uv}^h} \right) E_0 E_1}{\sum_{h=h_t}^{h_u} l_{uv}^h} = E_0 E_1 \tau_{uv}(t),
\]

(8)

\[
f_{uv}^3(t) = \frac{\sum_{h=h_t}^{h_u} \left( \frac{l_{uv}^h}{s_{uv}^h} \right) \beta E_0 \frac{E_2}{E_2} \sum_{h=h_t}^{h_u} \left[ l_{uv}^h \cdot (s_{uv}^h)^2 \right]}{\sum_{h=h_t}^{h_u} l_{uv}^h}.
\]

(9)

### 3.2 Modeling travel costs

In this section, we model the TD travel cost of a particular path. Given a departure time \( t \), the driver cost incurred from path \( p_{ij} \) can be simply computed by multiplying the sum of the traveling time across road segments connecting customers nodes \((i, j)\) by the driver wage \( \epsilon_d \):

\[ C(\Gamma_{p_{ij}}(t)) = \epsilon_d \sum_{(u,v) \in p_{ij}} \tau_{uv}(\gamma_u^p(t)). \]

(10)

The cost of fuel consumption for a given route \( r \) can be computed by multiplying the fuel consumption
(5) by a factor $c_e$ representing the price of a liter of fuel:

$$C(f_{p_{ij}}(t)) = c_e \sum_{(u,v) \in p_{ij}} f_{uv}(\gamma_u^p(t)).$$

(11)

The path cost encompasses the path duration and fuel costs:

$$C_{p_{ij}}(t) = c_d \sum_{(u,v) \in p_{ij}} \tau_{uv}(\gamma_u^p(t)) + c_e \sum_{(u,v) \in p_{ij}} f_{uv}(\gamma_u^p(t)).$$

(12)

4 Heuristic methods for the TDVRP-ECMDP

With respect to exact methods, solving large VRP instances using a multigraph representation of the underlying road network increases significantly the size of the solution space as shown by Garaix et al. [2010] and Letchford et al. [2014] for VRPs, and Huang et al. [2017] for TDVRP with path flexibility. Even with heuristic approaches, Ehmke et al. [2016b] solved TDVRP with emissions minimizing paths limited to 30 customers and one-hour time intervals due to computation time. Hence, to efficiently solve large instances of the TDVRP-ECMDP considering time-varying speeds we propose two solution methods. The first one only considers the speed limits on the underlying road network. The second method takes traffic congestion into account by considering time-varying speeds of all transportation links between each pair of customer nodes. The proposed heuristic methods are followed by a TD neighborhood search improvement heuristic (TDNSIH) to enhance the solution by using intra- and inter-route exchanges.

4.1 Static nearest neighbor heuristic

The static nearest neighbor heuristic (SNNH) does not take traffic congestion into account and solves the TDVRP-ECMDP considering static scenarios where the paths between customers are fixed. Thus, it works only on the customer network considering speed limits. The static paths used by the SNNH are chosen with respect to the optimization objective by solving the corresponding point-to-point routing problem, namely the Quickest Path Problem (QPP), the Least Emission Path Problem (LEPP) or the Least Cost Path Problem (LCPP). The SNNH begins each route by determining, from the set of remaining customers, the unrouted customer to be visited next having the least additional increase in the objective function. When the search fails to find unrouted customers who can feasibly be
embedded to the end of a route, the heuristics starts a new one.

### 4.2 Time-dependent nearest neighbor heuristic

To solve the TDVRP-ECMDP we also propose a greedy heuristic that accounts for traffic congestion and dynamic paths. The TD nearest neighbor heuristic (TDNNH) solves the problem according to three variants of TD point-to-point routing problems: TDQPP, TDLEPP and TDLCPP. The proposed heuristics considers the multigraph $G^T$ to construct the set of routes. Table 1 shows the notation used to develop the TDNNH.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^T$</td>
<td>Set of processed nodes</td>
</tr>
<tr>
<td>$N^T$</td>
<td>Set of remaining nodes</td>
</tr>
<tr>
<td>$N^c$</td>
<td>Set of remaining customer nodes</td>
</tr>
<tr>
<td>$E^T_+(u)$</td>
<td>Set of successor nodes of node $u$</td>
</tr>
<tr>
<td>$\Psi_r$</td>
<td>Ordered set of customers visited along a route $r$</td>
</tr>
<tr>
<td>$\Psi_R$</td>
<td>Set of feasible routes</td>
</tr>
</tbody>
</table>

Table 1: Additional notation used by the TDNNH

The TDNNH is briefly introduced in the following algorithmic steps (see Algorithm 1). The heuristic starts a time-dependent goal-directed search from the depot. The TDNNH takes into consideration the closeness of the customer node to be examined. The closeness is an estimated goal cost defined based on different measures such as fuel consumption, travel time or cost. At each iteration if the active labeled node having the smallest cost is a customer, then we check if the customer could be added to the current route with respect to the time window associated with the depot and the capacity of the vehicle, otherwise a new route is started. Then, we begin again a new time-dependent goal directed search from the current customer node. The heuristic stops when all customer nodes are processed.

The travel cost of each road link is computed according to the entering time on the arc and to the flow speed at the time of traversing it. The physical network is used to find connecting paths between each pair of nodes in the global network. Algorithm 2 is used to compute fuel consumption, travel time and travel cost for a given road segment. Given a starting time $\gamma^p_u(t)$ at node $u$, the fuel consumption, GHG emissions and travel costs across arc $(u, v)$ are computed using the FSM based on Algorithm 2. At each covered time period the time-dependent flow speed is identified and the length of the appropriate portion of the distance $L_{uv}$ is calculated. Hence, at every iteration the time-dependent
Algorithm 1 Determination of a TDVRP-ECMDP solution using the TD quickest path method (TDNNH)

1: \( \Psi_R \leftarrow \emptyset, \mathcal{N}^c \leftarrow V \)
2: function TDNNH(\( \Psi_R, \mathcal{N}^c, G^T, t \))
3: \( E^T \leftarrow \emptyset, \mathcal{N}^T \leftarrow V^T, r \leftarrow |\Psi_R|, \gamma \leftarrow t, \epsilon_o \leftarrow 0, \) predecessor(\( o \)) \leftarrow 0, \epsilon_u \leftarrow \infty |\tau_u \leftarrow 0, \forall u \in V^T \)
4: while \( |E^T| < |V^T| \) or \( |\mathcal{N}^c| = 0 \) do
5: let \( u \in \mathcal{N}^c \) such that \( \epsilon_u \leftarrow \min\{\epsilon_v : v \in \mathcal{N}^c\} \)
6: \( E^T \leftarrow E^T \cup \{u\}, \mathcal{N}^T \leftarrow \mathcal{N}^T \setminus \{u\} \)
7: if \( u \in \mathcal{N}^c \) then
8: \( \gamma \leftarrow (\gamma + \tau_u + w_u) \)
9: if \( \Psi = \emptyset \) then
10: Step 1:
11: \( \Psi_r \leftarrow \Psi_r \cup \{(u, o)\}, \Psi_R \leftarrow \Psi_R \cup \Psi_r, \mathcal{N}^c \leftarrow \mathcal{N}^c \setminus \{u\}, r \leftarrow r + 1 \)
12: Start a new route: TDNNH(\( \Psi_R, \mathcal{N}^c, G^T, t \))
13: if \( \mathcal{N}^c = \emptyset \) then
14: return \( \Psi_R \)
15: else
16: Go to Step 2
17: end if
18: else
19: \( \Gamma_{puo} \leftarrow TD\_Dijkstra(u, o, \gamma, G^T) \)
20: if \( u \) can be added to current route \( r \) then
21: \( \Psi_r \leftarrow \Psi_r \cup \{(u, v)\}, \mathcal{N}^c \leftarrow \mathcal{N}^c \setminus \{u\} \)
22: Go to Step 2
23: else
24: Go to Step 1
25: end if
26: end if
27: end if
28: Step 2:
29: \( \gamma \leftarrow \gamma + \tau_u \)
30: for each \( (u, v) \in E^T_r(u) \) do
31: if \( \epsilon_v > TD\_Cost\_FSM(\gamma, (u, v), Z^T) \) then
32: \( \epsilon_v \leftarrow \epsilon_v + [TD\_Cost\_FSM(\gamma, (u, v), Z^T) \rightarrow \epsilon_u(\gamma)] \)
33: \( \tau_v \leftarrow \tau_u + [TD\_Cost\_FSM(\gamma, (u, v), Z^T) \rightarrow \tau_{uv}(\gamma)] \)
34: predecessor(v) \leftarrow u
35: end if
36: end for
37: end while
38: end function
travel cost and fuel consumption are calculated. The algorithm stops when node \( v \) is reached.

When performing time restriction validation the TDNNH involves the fast computation of point-to-point TD quickest path, least emission path or least cost path in a time-dependent network using an efficient TD Dijkstra (TD-Dijkstra) label-setting algorithm (see B) based on Brodal and Jacob [2004] and Dean [2004]. Note that, finding the TDLCP is NP-Hard as stated by Dehne et al. [2012] and demonstrated by Di Bartolomeo et al. [2017]. To reduce the computational time our adaptation on the algorithm maintains a single label for each node including travel time, fuel and cost information.

Algorithm 2 Computing TD travel time, fuel consumption and cost across a given road segment \((u, v)\) according to the FSM

```plaintext
function TD\_cost\_FSM(\(\gamma^P_u(t), (u, v), Z^T\))
1: \( h|\gamma^P_u(t) \in Z_h = [z_h, z_{h+1}] \)
2: \( k \leftarrow h, d \leftarrow L_{uv} - s_{uv}(z_{h+1} - \gamma^P_u(t)) \)
3: \( l \leftarrow s_{uv}(z_{h} + 1 - \gamma^P_u(t)) \)
4: \( g \leftarrow kN_e V \left( \frac{l}{s_{uv}} \right) + \lambda \kappa \beta (s_{uv})^2 \)
5: \( \text{while } d > 0 \text{ do} \)
6: \( k \leftarrow k + 1, l \leftarrow \delta s_{uv}, d \leftarrow d - l \)
7: \( g \leftarrow g + \Delta t \left( \frac{l}{s_{uv}} \right) + \lambda \kappa \beta (s_{uv})^2 \)
8: \( \text{end while} \)
9: \( \gamma^P_u(t) \leftarrow z_{h+1} + d/s_{uv} \)
10: \( \text{if } k > h \text{ then} \)
11: \( l \leftarrow s_{uv}(\gamma^P_u(t) - z_0) \)
12: \( g \leftarrow g + \Delta t \left( \frac{l}{s_{uv}} \right) + \gamma \kappa \beta (s_{uv})^2 \)
13: \( \text{end if} \)
14: \( \tau_{uv}(\gamma^P_u(t)) \leftarrow \gamma^P_u(t) - t \)
15: \( f_{uv}(\gamma^P_u(t)) \leftarrow \frac{\alpha M(t)}{s_{uv}} L_{uv} + g \)
16: \( \epsilon_{uv}(\gamma^P_u(t)) \leftarrow \epsilon_{uv}(\gamma^P_u(t)) + \epsilon_{uv}(\gamma^P_u(t)) \)
17: \( \text{return } [\tau_{uv}(\gamma^P_u(t)), f_{uv}(\gamma^P_u(t)), \epsilon_{uv}(\gamma^P_u(t))] \)
18: \( \text{end function} \)
```

4.3 Time-dependent nearest neighbor and improvement heuristic

The main components of local search heuristics are the rules applied to generate the neighboring solutions employed to carry out the exploration of the solution space and identify the best neighbor solution. In the TDNSIH, the neighborhoods are constructed by applying efficient implementations of arc-exchange algorithms. Exchanges are performed by replacing some arcs by new ones and moving them within the same route. Note that any modification in a route may need a major recalculation of the paths linking two consecutive customers, starting from the point of modification of the route up to the return to the depot.

The appropriate arc-exchange neighborhoods are defined successively based on six operators commonly applied in the literature (e.g., Zachariadis and Kiranoudis [2010]):

(i) 1-0-Exchange: iteratively removes a node and reinserts it at its best position.
(ii) 1-1-Exchange: the position of customer $i$ is exchanged with that of customer $j$ that yields the largest decrease in cost.

(iii) Or-Opt: sequences of one to three consecutive nodes are moved. This results in replacing up to three arcs in the original route by three new one.

(iv) Intra-2-Opt: tries to improve each route separately by exchanging a pair of arcs. If an improvement is possible, the two arcs that yield the largest decrease in objective value are removed and the resulting paths are reconnected in the reverse order.

(v) Inter-2-Opt*: tries to merge two routes. The first route is simply followed by the second one. The new route, if feasible, has one fewer arc.

(vi) Inter-CROSS-Exchange: is performed by removing two arcs for a first route as well as two arcs from a second route. Then the customers are swapped by introducing new arcs that yields the smallest detour [Taillard et al., 1997]. Note that the orientation of both routes is preserved.

The general structure of the designed TDNSIH is summarized in Algorithm 3. At each iteration, once a potential neighboring solution is determined at the first neighborhood, it is compared against the current solution $\Psi_R$. If the new neighboring solution is better, it becomes the current solution, and the exploration of the current neighborhood continues. If no better solution is found through the exploration of the first neighborhood, the TDNSIH starts the search in the second neighborhood. If a better solution is determined, the heuristic goes back to explore the first neighborhood. Otherwise, the TDNSIH selects the next predefined neighborhood $\text{Neighbor}_k$ and looks for further improvement of the current solution. The TDNSIH stops if no better solution is found on the set of established neighborhoods.

A new neighbor solution is generated only if the deadline restriction is not exceeded. For inter-route moves new routes are generated with respect to vehicle capacity constraints. The evaluation of each neighbor solution implies the calculation of cost change and the validation of deadline through the fast computation of point-to-point TD paths connecting the new sequence of customers of each updated route on the underlying physical transportation network using a TD-Dijkstra algorithm. In the case in which deadline is not exceeded, we update the cost of each arc using the appropriate TDQP, TDLEP or TDLCP.
Algorithm 3 Time-dependent neighborhood search improvement heuristic (TDNSIH)

1: function TD_NSIH($\Psi_R, G^T$)
2: $\text{nb\_max\_neighbors} \leftarrow 6$, $\text{improve} \leftarrow 1$, $k \leftarrow 1$
3: while $\text{improve} = 1$ do
4: $\Psi_R' \leftarrow \text{Neighbor}_k(\Psi_R)$, $\text{improve} \leftarrow 0$
5: if $C(\Psi_R') < C(\Psi_R)$ then
6: $\Psi_R \leftarrow \Psi_R'$, $k \leftarrow 1$, $\text{improve} \leftarrow 1$
7: else
8: if $k < \text{nb\_max\_neighbors}$ then
9: $k \leftarrow k + 1$, $\text{improve} \leftarrow 1$
10: end if
11: end if
12: end while
13: return $\Psi_R$
14: end function

5 Computational experiments

In this section we provide the results of extensive computational experiments we have conducted to solve the TDVRP-ECMDP and to assess the performance our heuristics. We first explain how the benchmark instances are generated based on real traffic data from the road network of Québec City. We then discuss the results of our experiments. Particularly, a comparison is made between routing strategies with and without time-varying speeds to illustrate several insights concerning the impact of congestion avoidance, path choice decisions, optimization objective, departure time and volume of demand. These are measured and compared in terms of distance, travel time, fuel consumption (GHG emissions) and costs.

5.1 Proposed benchmark instances

Benchmark instances are designed using the geospatial road network covering the delivery regions of our industrial partner in Québec City. Each constructed test instance contains up to 50,376 road segments connecting 17,431 geographical nodes, the depot and customers. The speed limit of each road segment depends on the road type, namely highways, urban roads and primary roads. We have defined 56 time periods of 15 minutes from 6h00 to 21h00, which covers a typical workday. Time-varying speed data was extracted and analyzed by geomatic experts [Belhassine et al., 2018]. Hence, for each road segment and each time slot the speed is computed based on a large set of real traffic data including more than 24 million of GPS speed observations provided by our logistic partners. We
used pgRouting library 2.0 and QGIS 2.18 for the geomatic developments.

As presented in Table 2, we propose three classes of instances using three variants of networks, namely, small, medium and large to take into account different shipping patterns. For each instance we consider multiple departure times (07h00, 08h00, 09h00 and 10h00) from the depot to capture the effects of congestion. Additionally, three demand scenarios (low, medium, and high) are applied to reflect the impact of load quantities on route plans. There is a total of 132 instances for the TDVRP-ECMDP.

<table>
<thead>
<tr>
<th>Instances</th>
<th>Time-dependent networks</th>
<th>Number of customers</th>
<th>Number of nodes</th>
<th>Number of arcs</th>
<th>Departure time</th>
<th>Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Small network</td>
<td>10</td>
<td>1612</td>
<td>2810</td>
<td>07h00 08h00</td>
<td>Low</td>
</tr>
<tr>
<td>S2</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td>09h00 10h00</td>
<td>Medium</td>
</tr>
<tr>
<td>S3</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>High</td>
</tr>
<tr>
<td>S4</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>Medium network</td>
<td>100</td>
<td>3859</td>
<td>5388</td>
<td>07h00 08h00</td>
<td>Low</td>
</tr>
<tr>
<td>M2</td>
<td>175</td>
<td></td>
<td></td>
<td></td>
<td>09h00 10h00</td>
<td>Medium</td>
</tr>
<tr>
<td>M3</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>High</td>
</tr>
<tr>
<td>L1</td>
<td>Large network</td>
<td>300</td>
<td>17431</td>
<td>50367</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L2</td>
<td>400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2 Experimental setting

Computational experiments are carried out by applying the solution methods to assess the benefit of quickest path optimization considering time-varying speeds on the reduction of both operational and environmental costs. Our algorithms were coded in C++ 17 and OpenMP for multithreading programming using JetBrains CLion release 2.4 and tested on a ThinkCenter workstation with 32-gigabyte RAM and Intel i7 vPro, running Ubuntu Linux 16.05 LTS x86.

Table 3 provides an overview of our experimental plan. Each of the 132 instances is solved for three different objective functions minimizing: (i) travel time using quickest paths, (ii) fuel/emission using least emission paths, and (iii) costs using least costly paths. We do this twice, first without considering traffic information using the speed limit of each arc, and then with our real-life traffic information using time-varying speeds. The solutions will then be compared in terms of their distances (Dist), travel times (TT), fuel consumption, cost, number of routes, number of late deliveries (#LD), and number of late returns to the depot (#LR), percentage gap between two solutions calculated as $100 \times (\text{Solution} - \text{Solution}_{best})/\text{Solution}_{best}$, and percentage improvement between two solutions.
Table 3: Overview of experimental setting

<table>
<thead>
<tr>
<th>Optimization criteria</th>
<th>Accounting for traffic congestion</th>
<th>Heuristic</th>
<th>Solution evaluation measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time</td>
<td>No (speed limits)</td>
<td>SNNH</td>
<td>Distance (m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Travel time (s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fuel consumption (liters)</td>
</tr>
<tr>
<td>Fuel (GHG emissions)</td>
<td></td>
<td></td>
<td>Cost ($)</td>
</tr>
<tr>
<td>Costs</td>
<td>Yes (time-varying speeds)</td>
<td>TDNNH</td>
<td># vehicle routes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td># late deliveries</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td># late return times to depot</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Gap (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Improvement (%)</td>
</tr>
</tbody>
</table>

5.3 Experimental results

In this section we analyze the performance of our heuristics. We will first concentrate our analysis for departure times at 08h00 with low demand. Table 4 illustrates the effect of fixed speed assumption on the accuracy of travel time, fuel consumption and cost computations, by providing the results over all benchmark instances using the classical SNNH and TDNNH according to three optimization measures. Results are obtained as follows. When an optimization measure is chosen, e.g., travel time, the SNNH algorithm is applied with the corresponding point-to-point algorithm, in this example, the quickest path one. The results, which are obtained without considering congestion, are reported in Table 4 under the columns TT, Fuel and Cost. Then, each solution is evaluated by considering congestion on each of the selected path leading to the results under the columns TD-TT, TD-Fuel and TD-Cost.

If we take instance S1 as an example with the travel time as optimization objective, the associated travel time without congestion is 1900. When congestion is applied to this solution, the real travel time increases to 3104. The relative difference between the two solutions, measured as (3104−1900)/3104, is reported under the Gap (%) column. Table 4 shows that using the TD algorithm TDNNH for this instance yields a travel time of 2472 leading to an improvement of 20.36% which demonstrates the value of considering congestion during the resolution process.

From Table 4 we see that solutions with respect to minimization objectives show similar patterns: SNNH applied on real-world network generates a high gap between 20 and 36.47% for key evaluation metrics, namely, travel time, fuel consumption, and cost under realistic traffic congestion. For example, when applying the cost optimization objective, there is an average gap of 36.47% on travel time (15,309.18 vs 24,096.55 seconds) and 20.66% on fuel (96.43 vs 121.54 liters), leading to a gap of 30.06% on overall cost (241.00 vs 344.59$). Additionally, with the SNNH, on average, in 73.91% (2.55 out of 3.45 routes) of cases, vehicles return late to the depot. One explanation for this is the underestimation of traffic congestion effects on delays across selected paths. Hence, fixed speed calculations are not
sufficiently accurate compared to TD ones, which affects the efficiency of route plans. Therefore, these results show that time-varying speeds have a strong impact on fuel consumption and cost computations. As shown in Table 4, compared to the SNNH we observe that the TDNNH yields the best solutions over all instances under real-world networks considering time-varying speeds enabling more fuel and cost savings. When looking at the cost optimization objective, we can see that for all S*, M* and L* instances, the TDNNH produces an average travel time of 21,576.82 seconds, which is 10.46% lower than SNNH (24,096.55 seconds). Second, the fuel consumption reported by the TDNNH (under the cost objective) is 116.24 liters for a distance of 246.55 km which corresponds to 47.15 liters/100 km, which is 4.36% lower than the SNNH (121.54 liters). The obtained value is very close to the average consumption of 46.90 reported by the annual statistical report of Transports Canada [2017]. Finally, the TDNNH generates global savings on overall cost of 7.98% (317.08 instead of 344.59$). It is remarkable that the same patterns hold for travel time and fuel objectives. This exposes the error margin associated with using speed limits instead of using calculations with time-varying speeds. These results clearly show that the quality of route plans strongly increase if we consider time-varying speeds using TDNNH compared to those generated with SNNH that uses fixed speeds and that are adjusted considering traffic congestion.

Table 5 shows that our improvement heuristic TDNSIH is able to improve solutions generated by the TDNNH heuristics using the cost optimization criterion. Regarding the quality of the solution, as measured by fuel consumption reduction and cost improvements when compared to the previous solution, we see that the savings on overall costs with respect to medium demands is of up to 7.51% combined with an overall decrease of travel time by 3.54% and a reduction on fuel consumption by 6.89%. As expected the proposed TD exchange moves produce alternative paths that allow congestion avoidance yielding potential reductions of travel times, fuel consumption and costs. Note that the TDNSIH is time-consuming as it runs multiple exchange operators to improve input solutions, which requires finding and computing alternative paths on the multigraph.

Regarding the performance and scalability of the TDNNH, the results from Table 6 reported for instance with medium demand show that in terms of computational time (CPU) our heuristic is very effective even for large instances with 300-500 customers. As an example, for the travel time objective, solving 100 customer instances M1 requires only 8.08–8.80 seconds. The global average runtime over all optimization objectives vary from 17.99 to 26.38 seconds. This is due to the fact that the TDNNH applies a goal directed search based on the fast computation of point-to-point paths between customer
## Table 4: Computational results of the SNHH and TDNNH for different optimization criteria

<table>
<thead>
<tr>
<th>Optimization measure</th>
<th>Instances</th>
<th>SNHH</th>
<th>TD-TT</th>
<th>Gap (%)</th>
<th>Fuel</th>
<th>TD-TT-Fuel</th>
<th>Gap (%)</th>
<th>Cost</th>
<th>TD-Cost</th>
<th>Gap (%)</th>
<th>#Routes</th>
<th>#LD</th>
<th>#RTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>28977.50</td>
<td>1900</td>
<td>3164</td>
<td>38.79</td>
<td>10.89</td>
<td>14.76</td>
<td>28.22</td>
<td>29.03</td>
<td>43.36</td>
<td>33.63</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>S2</td>
<td>29094.17</td>
<td>2117</td>
<td>3059</td>
<td>43.63</td>
<td>11.98</td>
<td>17.39</td>
<td>31.11</td>
<td>31.77</td>
<td>53.10</td>
<td>40.17</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>S3</td>
<td>29091.42</td>
<td>2784</td>
<td>4903</td>
<td>43.01</td>
<td>16.27</td>
<td>22.55</td>
<td>27.83</td>
<td>42.46</td>
<td>67.61</td>
<td>37.20</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>S4</td>
<td>31405.53</td>
<td>3856</td>
<td>3449</td>
<td>27.49</td>
<td>21.49</td>
<td>25.93</td>
<td>17.12</td>
<td>57.07</td>
<td>74.43</td>
<td>23.32</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>M1</td>
<td>61429.71</td>
<td>4413</td>
<td>5689</td>
<td>30.65</td>
<td>23.79</td>
<td>31.72</td>
<td>18.69</td>
<td>67.17</td>
<td>90.96</td>
<td>23.83</td>
<td>5</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>M2</td>
<td>15888.82</td>
<td>19063</td>
<td>18117</td>
<td>39.82</td>
<td>66.63</td>
<td>87.79</td>
<td>21.69</td>
<td>160.30</td>
<td>254.05</td>
<td>33.59</td>
<td>2</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>M3</td>
<td>18510.46</td>
<td>41267</td>
<td>23588</td>
<td>30.26</td>
<td>82.70</td>
<td>110.59</td>
<td>25.22</td>
<td>216.88</td>
<td>327.67</td>
<td>33.81</td>
<td>3</td>
<td>1</td>
<td>150</td>
</tr>
<tr>
<td>M4</td>
<td>241968.70</td>
<td>17167</td>
<td>28929</td>
<td>30.29</td>
<td>101.65</td>
<td>134.18</td>
<td>24.24</td>
<td>262.82</td>
<td>351.79</td>
<td>33.43</td>
<td>4</td>
<td>2</td>
<td>200</td>
</tr>
<tr>
<td>L1</td>
<td>564177.95</td>
<td>30876</td>
<td>42654</td>
<td>29.82</td>
<td>200.05</td>
<td>242.10</td>
<td>15.30</td>
<td>491.46</td>
<td>642.67</td>
<td>23.53</td>
<td>6</td>
<td>3</td>
<td>500</td>
</tr>
<tr>
<td>L2</td>
<td>588465.69</td>
<td>33586</td>
<td>51562</td>
<td>35.49</td>
<td>238.12</td>
<td>292.31</td>
<td>15.34</td>
<td>576.32</td>
<td>803.04</td>
<td>28.41</td>
<td>4</td>
<td>0</td>
<td>800</td>
</tr>
<tr>
<td>L3</td>
<td>691728.03</td>
<td>43722</td>
<td>67142</td>
<td>36.15</td>
<td>283.22</td>
<td>350.32</td>
<td>15.15</td>
<td>690.61</td>
<td>972.58</td>
<td>29.12</td>
<td>10</td>
<td>50</td>
<td>900</td>
</tr>
</tbody>
</table>

**Average**               | 153248.29 | 15067.36 | 23135.30 | 35.84 | 98.71 | 120.88      | 20.00  | 379.29 | 356.89 | 29.33   | 3.45  | 163.64 | 2.55 |

<table>
<thead>
<tr>
<th>Optimization measure</th>
<th>Instances</th>
<th>TD-TT</th>
<th>Imp (%)</th>
<th>TD-Fuel</th>
<th>Imp (%)</th>
<th>TD-Cost</th>
<th>Imp (%)</th>
<th>#Resorts</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>21183.97</td>
<td>5196</td>
<td>14.26</td>
<td>23.77</td>
<td>0.05</td>
<td>43.76</td>
<td>13.76</td>
<td>27754.5</td>
</tr>
<tr>
<td>S2</td>
<td>29060.16</td>
<td>1188</td>
<td>14.18</td>
<td>23.80</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>27678.2</td>
</tr>
<tr>
<td>S3</td>
<td>37079.26</td>
<td>10295</td>
<td>13.98</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>27350.7</td>
</tr>
<tr>
<td>S4</td>
<td>41429.11</td>
<td>1188</td>
<td>14.18</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>27000.3</td>
</tr>
<tr>
<td>M1</td>
<td>10540.53</td>
<td>13739</td>
<td>13.93</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>26478.7</td>
</tr>
<tr>
<td>M2</td>
<td>18906.07</td>
<td>13803</td>
<td>13.93</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>26059.2</td>
</tr>
<tr>
<td>M3</td>
<td>229971.14</td>
<td>17881</td>
<td>13.93</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>26090.3</td>
</tr>
<tr>
<td>M4</td>
<td>479054.14</td>
<td>13439</td>
<td>13.93</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>25917.7</td>
</tr>
<tr>
<td>L1</td>
<td>536234.92</td>
<td>38969</td>
<td>13.93</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>25660.8</td>
</tr>
<tr>
<td>L2</td>
<td>580583.91</td>
<td>41758</td>
<td>13.93</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>25517.7</td>
</tr>
<tr>
<td>L3</td>
<td>691728.03</td>
<td>43722</td>
<td>13.93</td>
<td>23.76</td>
<td>0.02</td>
<td>43.82</td>
<td>13.76</td>
<td>25369.3</td>
</tr>
</tbody>
</table>

**Average**               | 151561.27 | 25936.36 | 30.61    | 99.77 | 117.09 | 21.82    | 523.75 | 537.27   | 30.11  | 163.64 | 2.55 |


Table 5: Computational results of the designed TDNSIH according to the cost optimization criterion

<table>
<thead>
<tr>
<th>Demand</th>
<th>Instances</th>
<th>TDNSIH</th>
<th>Dist</th>
<th>%Imp Dist</th>
<th>TT</th>
<th>%Imp TT</th>
<th>Fuel</th>
<th>%Imp Fuel</th>
<th>Cost</th>
<th>%Imp Cost</th>
<th>#Routes</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>S1</td>
<td>2872.49</td>
<td>0.00</td>
<td>2372</td>
<td>0.00</td>
<td>12.67</td>
<td>0.00</td>
<td>35.59</td>
<td>0.00</td>
<td>1</td>
<td>39.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>3063.77</td>
<td>1.04</td>
<td>2915</td>
<td>0.61</td>
<td>14.54</td>
<td>0.75</td>
<td>41.49</td>
<td>0.69</td>
<td>1</td>
<td>767.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>3585.53</td>
<td>13.27</td>
<td>3403</td>
<td>9.64</td>
<td>17.24</td>
<td>11.18</td>
<td>48.75</td>
<td>10.47</td>
<td>1</td>
<td>3069.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S4</td>
<td>4841.98</td>
<td>3.95</td>
<td>4578</td>
<td>6.95</td>
<td>23.34</td>
<td>5.51</td>
<td>65.75</td>
<td>6.38</td>
<td>1</td>
<td>10763.90</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S5</td>
<td>5582.61</td>
<td>3.87</td>
<td>5058</td>
<td>3.86</td>
<td>26.02</td>
<td>3.38</td>
<td>73.61</td>
<td>3.85</td>
<td>1</td>
<td>12397.93</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>3999.68</td>
<td>4.43</td>
<td>3685.20</td>
<td>4.21</td>
<td>18.58</td>
<td>4.16</td>
<td>53.04</td>
<td>4.29</td>
<td>1</td>
<td>5407.71</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>S1</td>
<td>2877.85</td>
<td>0.00</td>
<td>2470</td>
<td>0.00</td>
<td>13.09</td>
<td>0.00</td>
<td>36.05</td>
<td>0.00</td>
<td>1</td>
<td>74.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>4567.38</td>
<td>0.06</td>
<td>4324</td>
<td>2.74</td>
<td>21.96</td>
<td>1.92</td>
<td>62.01</td>
<td>2.41</td>
<td>2</td>
<td>767.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>4800.51</td>
<td>7.47</td>
<td>4544</td>
<td>8.22</td>
<td>23.43</td>
<td>7.72</td>
<td>65.56</td>
<td>8.02</td>
<td>2</td>
<td>3069.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S4</td>
<td>5713.20</td>
<td>1.43</td>
<td>5717</td>
<td>2.26</td>
<td>22.66</td>
<td>21.75</td>
<td>63.76</td>
<td>23.20</td>
<td>3</td>
<td>1184.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S5</td>
<td>7297.21</td>
<td>1.03</td>
<td>6744</td>
<td>4.49</td>
<td>34.68</td>
<td>3.07</td>
<td>97.21</td>
<td>3.90</td>
<td>3</td>
<td>950.06</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>5651.63</td>
<td>2.00</td>
<td>4759.80</td>
<td>3.94</td>
<td>23.16</td>
<td>6.89</td>
<td>64.92</td>
<td>7.51</td>
<td>2.20</td>
<td>1299.21</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>S1</td>
<td>4223.63</td>
<td>0.00</td>
<td>3733</td>
<td>0.00</td>
<td>19.65</td>
<td>0.00</td>
<td>54.32</td>
<td>0.00</td>
<td>2</td>
<td>55.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>4707.27</td>
<td>1.05</td>
<td>4486</td>
<td>0.04</td>
<td>22.72</td>
<td>0.29</td>
<td>64.26</td>
<td>0.14</td>
<td>3</td>
<td>767.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>6851.51</td>
<td>2.03</td>
<td>6422</td>
<td>2.07</td>
<td>33.16</td>
<td>2.01</td>
<td>92.73</td>
<td>2.03</td>
<td>4</td>
<td>3069.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S4</td>
<td>9085.53</td>
<td>4.73</td>
<td>8467</td>
<td>6.16</td>
<td>43.95</td>
<td>5.00</td>
<td>122.51</td>
<td>5.69</td>
<td>6</td>
<td>527.79</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S5</td>
<td>10885.57</td>
<td>0.70</td>
<td>10347</td>
<td>1.15</td>
<td>53.23</td>
<td>0.95</td>
<td>149.16</td>
<td>1.07</td>
<td>7</td>
<td>715.48</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>7150.76</td>
<td>1.70</td>
<td>6691</td>
<td>1.88</td>
<td>34.54</td>
<td>1.67</td>
<td>96.00</td>
<td>1.79</td>
<td>4.40</td>
<td>1027.24</td>
<td></td>
</tr>
</tbody>
</table>

To further assess the impacts of traffic congestion on travel time, fuel consumption and cost, the results from Table 6 show solutions according to departure times first at 07h00 with medium demand. Note that the results of the time-independent SNNH are not reported as fixed speed calculations are incoherent with the following analysis. Globally, we note that in most cases the TDNNH produces coherent results with respect to the optimization objective. As expected, when the fuel consumption minimization criterion is applied, the obtained values of fuel consumption (160.66, 165.06, 165.59 and 161.11 liters when starting at 07h00, 08h00, 09h00 and 10h00, respectively) is lower than the values generated by those obtained when optimizing time. The same pattern holds for cost minimization criterion. From these results we can conclude that minimizing the travel time does not minimize the fuel consumption in such environments.

Regarding the cost minimization criterion, we can see from Table 6 that the travel cost is effectively lower with respect to its value when compared against the other minimization criteria, as expected. For the case of 07h00 departure, we notice that the cost minimization objective requires less travel time that when minimizing fuel consumption (27989.27 instead of 28806.55 seconds) but an increase in distance (349729.57 instead of 343220.52 meters), yielding a small reduction in the overall cost by 1.64% (422.56 instead of 429.61$). The same observation holds for the other departure times. This pattern is not observed in the other optimization criteria.

From Table 6 we also see that delayed departure times can lead to higher fuel consumption. When looking at the cost minimization criteria we observe that fuel consumption increases on average, by
3.56% (160.57 at 07h00 versus 166.29 liters at 08h00), combined with an increase in travel time of up to 6.34% (27989.27 at 07h00 versus 29764.09 seconds at 08h00), leading to a global fluctuation on overall costs of 5.13% (422.56 at 07h00 versus 444.22 at 08h00). We observe that allowing flexible departures can lead to better route plans using alternative paths yielding fuel and cost savings.

Additional experiments were performed to study the impact of delayed departure time and rush hours traffic congestion on key performance metrics. Figure 3 shows in more details the impact of flexible departure times on fuel consumption and total costs for a 100 customers instance with medium demands. In Figure 3, the results of the TDNNH according to 28 departure times between 06h00 and 14h00 replicate the traffic pattern of Québec City with a moderate morning congestion between 06h00 and 07h45. Then, congestion rapidly increases between 07h45 and 09h15. Between 09h30 and 11h00 drivers face a low traffic congestion leading to lower fuel consumption. Hence, all customers can be served with less fuel and costs when starting between 06h00 and 07h45 or 09h30 and 11h00 compared to other periods. In the afternoon congestion impacts traffic between 13h00 and 13h30 leading to much higher fuel consumption. Interestingly, we observe that even with the same number of vehicles (6 routes for all departure times) congestion has a considerable impact on fuel consumption. These results clearly show that allowing delayed or flexible departures may lead to better alternative paths by avoiding traffic congestion yielding better route plans that lead to the reduction of GHG emissions and savings on overall costs.

![Figure 3: Effects of flexible departure times on fuel consumption and costs considering 100 customers with medium demand](image-url)
Table 6: Impacts of departure time on the emissions of alternative routes: average using the TDNNH for different optimization criteria

<table>
<thead>
<tr>
<th>Optimization measure</th>
<th>Optimal plan measure</th>
<th>7thHD</th>
<th>8thHD</th>
<th>9thHD</th>
<th>HMD</th>
<th>10thHD</th>
<th>11thHD</th>
<th>12thHD</th>
<th>13thHD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **OptimizePlan measure:**
- **7thHD:**
- **8thHD:**
- **9thHD:**
- **HMD:**
- **10thHD:**
- **11thHD:**
- **12thHD:**
- **13thHD:**

- **Travel Time**
- **Cost**
- **Fuel**
- **CO2**
- **NOx**
- **PM**
- **CO**

- **CIRRELT-2018-14**

Table 7 reports the impact of demand size on travel time, fuel consumption and costs. In the light of these results, instances with large demand tend to be more expensive in terms of emission and operational costs compared to low or medium-size ones. Table 7 provides some insights on the impact of carried loads over the five performance measures. Results of the TDNNH are obtained under the three minimization criteria. As expected, the number routes increases when the volume of orders increases, which has a considerable impact on the level of fuel consumption and overall costs. For the cost minimization objective, both fuel consumption and cost doubled from 116.24 liters and 318.01$ (case of low demands) to 280 liters and 736.29$ (case of high demands). This behavior is coherent with the fact that, proportionally, fuel consumption increases as both load and the number of routes increase, on average, from 3.91 to 20.27. Additionally, we have noticed that fuel consumption increases by 43.06% (116.24 vs 166.29 liters) in the case of medium demand against 140.88% (116.24 vs 280 liters) for high demand one. A key finding is that combining heterogeneous loads (case of medium demand) could be beneficial in optimizing both fuel consumption and costs.

6 Conclusions

In this paper we have studied the Time-dependent Vehicle Routing Problem with Emission and Cost Minimization considering time-varying speeds and dynamic paths. In order to solve it, we have developed an efficient method combining a goal directed search heuristic, called Time-dependent Nearest Neighborhood heuristic (TDNNH) with a Time-dependent Neighborhood Search Improvement heuristic (TDNSIH). An efficient adaptation of the Dijkstra label-setting algorithm to a time-dependent setting is embedded into the solution methods to perform the fast computation of time-dependent point-to-point paths connecting pairs of customers nodes based on different measures, namely fuel consumption (TDLEP), time (TDQP) or cost (TDLCP) leading to a larger search space and further opportunities of optimization in large time-dependent road networks. The results of extensive computational experiments on real-life benchmark instances demonstrate that taking dynamic paths into account according to time-varying speeds yields good quality solutions in a very consistent manner using the TDNSIH, outperforming the classical SNNH with fixed speed limits. In fact, some routes that were evaluated as profitable can now appear as not viable candidates in the case of time-dependent network modeled as a multigraph which reflect more realistic scenarios.

Moreover, our analysis have shown that potential reduction in GHG emissions and costs are achievable through flexible departure times, which allows congestion avoidance considering alternative paths
Table 7: Impact of the variation in demand on the emissions of routes: average across TDVRP-ECMDP benchmark instances using the TDNNH

<table>
<thead>
<tr>
<th>Optimization measure</th>
<th>Instances</th>
<th>Fuel Consumption</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dist</td>
<td>TT</td>
</tr>
<tr>
<td>S1</td>
<td>2291.34</td>
<td>2291.34</td>
<td>174.22</td>
</tr>
<tr>
<td>S2</td>
<td>3090.31</td>
<td>3090.31</td>
<td>2933.8</td>
</tr>
<tr>
<td>S3</td>
<td>3824.82</td>
<td>3824.82</td>
<td>7824.8</td>
</tr>
<tr>
<td>S4</td>
<td>4590.13</td>
<td>4590.13</td>
<td>5006.1</td>
</tr>
<tr>
<td>S5</td>
<td>5576.97</td>
<td>5576.97</td>
<td>5372.9</td>
</tr>
<tr>
<td>M1</td>
<td>1678.78</td>
<td>1678.78</td>
<td>1690.0</td>
</tr>
<tr>
<td>M2</td>
<td>1992.98</td>
<td>1992.98</td>
<td>2028.1</td>
</tr>
<tr>
<td>M3</td>
<td>2490.33</td>
<td>2490.33</td>
<td>2489.4</td>
</tr>
<tr>
<td>L1</td>
<td>4519.62</td>
<td>4519.62</td>
<td>4420.0</td>
</tr>
<tr>
<td>L2</td>
<td>6868.81</td>
<td>6868.81</td>
<td>5946.0</td>
</tr>
<tr>
<td>L3</td>
<td>7615.78</td>
<td>7615.78</td>
<td>61334.4</td>
</tr>
<tr>
<td>Average</td>
<td>2650.85</td>
<td>2650.85</td>
<td>2650.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optimization measure</th>
<th>Instances</th>
<th>Travel Time</th>
<th>Dist</th>
<th>TT</th>
<th>Fuel</th>
<th>Cost</th>
<th>#Routes</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>2291.34</td>
<td>2291.34</td>
<td>174.22</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>3090.31</td>
<td>3090.31</td>
<td>2933.8</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>3824.82</td>
<td>3824.82</td>
<td>7824.8</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>4590.13</td>
<td>4590.13</td>
<td>5006.1</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>5576.97</td>
<td>5576.97</td>
<td>5372.9</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>1678.78</td>
<td>1678.78</td>
<td>1690.0</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>1992.98</td>
<td>1992.98</td>
<td>2028.1</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>2490.33</td>
<td>2490.33</td>
<td>2489.4</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>L1</td>
<td>4519.62</td>
<td>4519.62</td>
<td>4420.0</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>L2</td>
<td>6868.81</td>
<td>6868.81</td>
<td>5946.0</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>L3</td>
<td>7615.78</td>
<td>7615.78</td>
<td>61334.4</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2650.85</td>
<td>2650.85</td>
<td>2650.8</td>
<td>45.0</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
between customers. Additionally, we have observed that the size of orders affects paths choice decision yielding different route plans with higher level of fuel consumption. Further research can now focus on generalizing these methods to broader distribution problems, namely the time-dependent inventory-routing and dynamic vehicle routing problems.

A CMEM parameters

We set the values of the CMEM input parameters based on the specification of Barth and Boriboonsomsin [2009] as follows: the curb-weight $\omega = 15000 \text{ kg}$, carried load $q$ between 0-10000 $\text{ kg}$, fuel-to-air mass ratio $\zeta = 1$, engine friction factor $k = 0.25 \text{ kJ/rev/L}$, engine speed $N_e = 60$, engine displacement $V = 7 \text{ L}$, gravitational constant $g = 9.81 \text{ m/s}^2$, air density $\rho = 1.2041 \text{ k/m}^3$, coefficient of aerodynamic drag $C_d = 0.7$, frontal surface area $A = 3.912 \text{ m}^2$, coefficient of rolling resistance $C_r = 0.01$, vehicle drive train efficiency $\eta_{tf} = 0.9$, efficiency parameter for diesel engines $\eta = 0.9$, fuel and GHG emissions cost per liters $c_f = 1.2 \text{ $CAD/liters}$, driver wage $c_d = 0.0085 \text{ $CAD/s}$, heating value of a typical diesel fuel $\varpi = 44 \text{ kJ/g}$, conversion factor from $g/s$ to $L/s \psi = 737$, lower speed limit $s_l = 1.388 \text{ m/s}$, upper speed limit $s_u = 30.555 \text{ m/s}$, acceleration $a = 0 \text{ m/s}^3$, and roadway gradient $\theta = 0 \text{ degree}$.

B Time-dependent Dijkstra label-setting algorithm

The TD-Dijkstra algorithm is applied to determine time-dependent paths by using a node-examination process considering time-varying speeds from an origin $o$ to a destination $d$. A pseudocode is presented in Algorithm 4.

**Algorithm 4** Time-dependent Dijkstra label-setting algorithm (TD-Dijkstra)

1: function TD_Dijkstra(o, d, t, $G^T$)  
2: \( E \leftarrow \emptyset \), \( N \leftarrow V^T \), predecessor(o) \( \leftarrow o \), \( c_o \leftarrow 0 \), \( \tau_o \leftarrow 0 \), \( \forall u \in V^T \)  
3: while \(|E| < n\) do  
4: \( u \leftarrow N \) be a node for which \( c_u \leftarrow \min\{c_v : v \in N\} \)  
5: \( E \leftarrow E \cup \{u\} \), \( N \leftarrow N \setminus \{u\} \)  
6: if \( u = d \) then  
7: \( \text{Stop} \)  
8: end if  
9: \( t \leftarrow t + \tau_u \)  
10: for each \( (u, v) \in E^T_+(u) \) do  
11: if \( c_u > \left[ TD\_Cost\_FSM(t, (u, v), Z^T) \rightarrow c_{uv}(t) \right] \) then  
12: \( c_v \leftarrow c_u + \left[ TD\_Cost\_FSM(t, (u, v), Z^T) \rightarrow c_{uv}(t) \right] \)  
13: \( \tau_v \leftarrow c_u + \left[ TD\_Cost\_FSM(t, (u, v), Z^T) \rightarrow \tau_{uv}(t) \right] \)  
14: predecessor(v) \( \leftarrow u \)  
15: end if  
16: end for  
17: end while  
18: end function
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