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Abstract. Durable products are characterized by their modular structured design as well 

as their long life cycle. Each class of components involved in the multi-indenture structure 

of such products requires a different recovery process. Moreover, due to their long life 

cycle, the return flows are of various quality levels. In this article, we study a generic 

closed-loop supply chain which incorporates the variable quality of used durable products 

and their disassembly tree. To this end, we propose a mixed-integer programming model 

to determine the location of different types of facilities in the reverse network while 

coordinating forward and reverse flows. We also consider the legislative target for the 

recovery of used products as a constraint in the problem formulation. We present a 

Benders decomposition-based solution algorithm together with several algorithmic 

enhancements for this problem. Computational results illustrate the superior performance 

of the solution method. 
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1. Introduction

Landfilling of End-Of-Life (EOL) durable products that contain large
quantities of precious and depletable raw materials is a major concern in
terms of sustainability and environmental footprints. In recent decades, orig-
inal Equipment Manufacturers (OEMs) in several countries, such as Germany
and Japan, have been facing with legislations on the take-back of their EOL
products. Meanwhile, they have started recognizing the product recovery
as an opportunity for saving production costs through reusing the recovered
parts in their forward flow in addition to having access to the secondary mar-
kets. Hence, the OEMs have been forced to extend the scope of traditional
logistics to include not only the conventional forward flow, but also the re-
verse flow from the customers to the manufacturer. As pointed out by Guide
and Van Wassenhove [1], OEMs that have been most successful with their
reverse supply chains are those that closely coordinate it with the forward
supply chain, initiating the closed-loop supply chain (CLSC). In a CLSC,
the role of the reverse supply chain (RSC) is to collect used products from
end-users, inspect and sort them as needed, ship them to various recovery
options, and finally redistribute the recovered items into the forward supply
chain or to the secondary markets.

This study is motivated by the recovery of durable products, such as
aircraft, automobile, and large household appliances that are distinguished by
their multi-indenture structure as well as their long life cycle. Such products
can be disassembled into several components namely modules, parts, and
precious raw materials. As opposed to simple waste, e.g., paper, carpet,
and sand, that can only be recycled, each of the aforementioned components
in the disassembly tree of durable products can be recovered by a different
recovery process. In the context of durable products with long life cycle, it
can be expected that the majority of the returned items is composed of poor
quality returns with a small number of recoverable modules and parts [2]. In
other words, only a small portion of the return stream might belong to the
warranty or damaged items involving a large number of high quality modules
and parts. Since the remanufacturing cost increases as the quality of returns
decrease, OEMs expect larger revenue through the recovery of high quality
returns and thus might be less motivated for the acquisition and recovery of
lower quality ones. However, the legislation, e.g., in Europe and Japan, sets
targets for the recovery of used products. Failure to meet this target would
incur penalties to the OEM and has a negative impact on the image of the
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company from customers’ point of view.
The existing CLSC network design models in the literature cover only a

few recovery options, such as product remanufacturing and material recy-
cling. In an attempt to fill the gap in the current literature on the design
of CLSC networks, this paper proposes a mixed-integer programming (MIP)
model which formulates CLSC network design for the case of durable prod-
ucts based on a generic disassembly tree. In addition to the location of
collection, disassembly, and disposal facilities, the model will also decide on
the location of a variety of recovery facilities such as remanufacturing, bulk
recycling, and material recycling designated for each class of components of
durable products.

Moreover, the variable quality of returns has been rarely investigated in
the design of CLSC and RSC networks. Hence, as another contribution, we
assume that the return stream fits into various quality levels. More precisely,
warranty or damaged returns are usually categorized as the high quality
stream, while EOL items are assigned to the poor quality stream. We also
take into account the legislative target for the recovery returns as a constraint
in the MIP model to address environmental concerns regarding the harmful
effects of leaving used products in the environment.

On account of the fact that the proposed MIP model is among the most
large-scale CLSC network design models particularly due to several types of
recovery facilities in the reverse network as well as the comprehensive generic
disassembly tree, we develop an accelerated solution method based on Ben-
ders decomposition [3]. Regarding that the previous studies in the context of
CLSC and RSC design addressed less complicated networks, their Benders
decomposition algorithmic scheme were limited to the generation of multi-
ple optimality cuts, cut strengthening, and introducing valid inequalities and
the trust region constraint to the master problem [4, 5]. We, however, de-
ploy a variety of enhancements including: 1) Adding valid inequalities to
the master problem to reduce the number of feasibility cuts; 2) Generat-
ing Pareto-optimal cuts to exclude a larger space of the master problem;
and, 3) Local branching search to concurrently improve both lower and up-
per bounds during the execution of the solution algorithm to solve such a
large-scale optimization problem.

In summary, the main contribution of our study is twofold. First of all,
we formulate a CLSC network design problem based on a generic disassembly
tree corresponding to durable products incorporating remanufacturing, part
harvesting, bulk and material recycling, and landfill as recovery options.
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Moreover, we address the non-homogeneous quality state of returns. To the
best of our knowledge, the proposed model is the most generic CLSC strategic
planning model in the sense that it involves all recovery options plausible in
taking different subassemblies of a product. Secondly, we propose an exact
solution algorithm in conjunction with several computational enhancements.

The remainder of this article is organized as follows. In the next section,
we provide the overview of the most relevant literature. In Section 3, we pro-
vide more details on the problem investigated in this paper and then present
its formulation. Section 4 describes the solution methodology. Computa-
tional experiments are presented in Section 5. Conclusion and future areas
of research are provided in Section 6.

2. Literature review

In this section, we present a selective overview of the relevant literature on
CLSC and RSC network design. For a detailed review, the interested reader
is referred to [6–8]. We also provide a review of relevant existing algorithmic
improvements for Benders decomposition method.

2.1. CLSC and RSC network design models

As an early study in CLSC network design, Fleischmann et al. [9] pro-
posed a MIP model for designing a generic CLSC network including unca-
pacitated disassembly and remanufacturing facilities in the reverse channel.
Krikke et al. [2] proposed a multi-objective CLSC network design in which
the objective is to minimize cost and environmental impacts measured by en-
ergy and waste. Pishvaee et al. [5] developed a Benders decomposition-based
algorithm to determine the location and capacity decisions in a medical RSC.

The multi-product CLSCs were studied by [4, 10, 11]. More recently,
Alumur et al. [12] presented a multi-product formulation for RSC network
design while considering the reverse bill-of-material. The proposed model was
applied for a case study of washing machines and tumble dryers in Germany.

Listeş [13] proposed a two-stage stochastic programming model for design-
ing a CLSC network under demand and return uncertainty. The proposed
model was solved by the integer L-shaped algorithm. For recent papers on
CLSC network design under uncertainty, the reader is referred to [14, 15].

Quality status of used products has been considered by Aras et al. [16].
The authors addressed a RSC network design problem in which used products
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are characterized with respect to different quality levels. A tabu search-
simplex search method was developed as the solution approach. Likewise,
a quality-dependent incentive policy for the collection of used items was
presented in Aras and Aksen [17].

The overview of the existing literature reveals the extent to which the
model we propose in this article goes beyond the literature. Only a few
models take into account the multi-indenture structure of durable products
and hence formulate the CLSC/RSC design problem based on a disassembly
tree. Furthermore, none of those articles consider all disposition processes
plausible for various types of dismantled components in such products as well
as the recovery target as an environmental goal. Likewise, variable quality
of the return stream and consequently its impact on the remanufacturing
cost has been rarely investigated in the CLSC/RSC network design problem.
On the methodological side, compared to the Benders decomposition-based
approaches applied in previous CLSC/RSC network design studies, the com-
plex structure of the CLSC considered in this article requires developing a
more sophisticated method to solve the resulting MIP model.

2.2. Enhancing the performance of Benders decomposition

Benders decomposition is an exact solution method in which the variables
of a MIP model are partitioned into two subsets such that when the integer
variables are assigned numerical values, the problem reduces to a linear pro-
gram. This procedure partitions the original model into a pure integer and
linear subproblems, consisting of the integer and the continuous variables of
the original problem referred to as master problem and dual subproblem,
respectively. These subproblems are then solved sequentially and iteratively
until a termination criterion, such as a small gap, is satisfied.

Several techniques have been proposed to enhance the performance of
Benders decomposition. McDaniel and Devine [18] suggested the relaxation
of the integrality constraints in the master problem to obtain a set of initial
optimality cuts. Magnanti and Wong [19] discussed how to generate Pareto-
optimal cuts considering the notion of core points when there are multiple
optimal solutions to the dual subproblem. Despite the fact that more than
one dual subproblem is solved at each iteration, the proposed scheme proved
to be quite efficient for solving network design type problems. This approach
suffers from two major drawbacks: 1) The normalization constraint added
to the auxiliary dual subproblem is numerically unstable; and, 2) The dual
subproblem is required to be bounded. In other words, this approach cannot
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be employed to enrich feasibility cuts. In order to resolve the first issue, Pa-
padakos [20] demonstrated that, through a different core point choice at each
iteration, the normalization constraint can be disregarded in the auxiliary
dual subproblem. Moreover, the author showed that the convex combination
of the current master problem solution and the previous core point suffices
to obtain a new core point. Concerning the difficulty of solving the master
problem and the values of lower and upper bounds, Rei et al. [21] recently
applied a local branching strategy, introduced for the first time by Fischetti
and Lodi [22], to improve both lower and upper bounds simultaneously and
accordingly accelerate the Benders decomposition algorithm. Finally, Sher-
ali and Lunday [23] proposed the idea of generating maximal non-dominated
cuts to speed up the Benders algorithm.

3. Problem statement

3.1. Durable product structure

As pointed out earlier, durable products have a multi-indenture structure.
They consist of multiple and various types of components as shown in the
disassembly tree in Figure 1. Once the durable product is dismantled, it
yields various modules, parts, residues, solid raw materials, in addition to
non-recoverable components. Modules, e.g., washing machine motor and
clutch, are units of products that undergo the remanufacturing processes.
In this study we assume that modules are brought up to the brand-new
status through the remanufacturing processes. We also assume that poor
quality modules can be recovered through bulk recycling. Parts, such as a
washing tube or PBC boards in a washing machine, are another category of
components in the disassembly process. It is also assumed that each product
yields different numbers of a specific part depending on its quality level. If
parts are not qualified for harvesting, they would undergo the bulk recycling
processes. Solid raw materials in the product, such as plastic, iron, and
copper are separated after the product is dismantled. Such materials can
directly undergo the appropriate recycling processes. Nevertheless, a big
fraction of materials are combined with other residues and thus it is not easy
to extract them through simple activities in material recycling units. Bulk
recycling is the appropriate recovery option for such residues. It encompasses
shredding and different separation methods that first transform the residues
into flakes and then separate different categories of materials based on their
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physical properties. Components with no value are salvaged (e.g., landfilling
and incineration).

Disassembly tree

Parts Residues
Raw 

materials

Bulk recycling

Non-recoverable 

components
Modules

Part harvesting Material recycling Disposal

High quality Medium quality Poor quality

Remanufacturing

(low cost)

Remanufacturing 

(high cost)

Bulk 

recycling

Remanufacturable

Bulk 

recycling

Material 

recycling
Disposal

Material 

recycling
Disposal

Material 

recycling
Disposal

Figure 1: Disassembly tree of a generic durable product

3.2. CLSC network configuration

In the CLSC network under consideration, the OEM manages an estab-
lished forward supply chain that consists of three categories of suppliers,
manufacturing facilities, distribution centers, and end-users. The brand-
new durable products are shipped form manufacturing facilities to end-users
through distribution centers to meet the demand. In the reverse chain, used
products with different quality levels are acquired by collection centers. Ac-
cording to governmental regulations concerning environmental issues, it is
supposed that a substantial portion of the total quantity of returns acquired
in collection points must be treated in the reverse network. It leads to in-
troducing the environmentally friendly constraint into the CLSC network
design model while taking the variable quality of the return stream into con-
sideration. In disassembly centers, used products are dismantled considering
the disassembly tree and consequently each component will be processed in
the appropriate recovery facility. The recovered components can then be
used for two purposes: 1) Conveying to manufacturing facilities to deploy
in manufacturing of the brand-new products; and, 2) Selling at secondary
markets. Given the above description, the conceptual structure of the CLSC
is schematically illustrated in Figure 2. The solid arcs indicate the forward
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flows while the dashed ones denote the reverse flows in the CLSC under
consideration.

Distribution 

centers

Disassembly 

centers
Remanufacturing 

centers

Bulk recycling 

centers

Material 

recycling 

centers

End-users

Modules 

markets

Recycled material 

markets

Modules

Residues

Materials

Return stream

Spare parts 

markets

Collection centers

Manufacturing 

centers

Reusable Parts

Part suppliers

Raw material 

suppliers

Module 

suppliers

Disposal 

centers

Forward flow

Reverse flow

Figure 2: Conceptual framework for the CLSC network

3.3. Problem formulation

Prior to presenting the mathematical model, the notations are summa-
rized as follows. Let Z be the set of part suppliers, U be the set of raw
material suppliers, X be the set of module suppliers, I be the set of man-
ufacturing centers, J be the set of distribution centers, K be the set of
end-user zones, C be the set of collection centers, A be the set of disas-
sembly centers, S be the set of spare parts markets, M be the set of re-
manufacturing centers, W be the set of remanufactured modules markets,
B be the set of bulk recycling centers, G be the set of material recycling
centers, E be the set of recycled materials markets, D be the set of dis-
posal centers, P be the set of parts in the product, R be the set of raw
materials in the product, L be the set of modules in the product, and fi-
nally, Q be the set of quality levels of returns. Let [Pkk, Pwl, Psp, P er] be
unit prices. Let [fcc, faa, fmm, fbb, fgg, fdd] be fixed costs of opening collec-
tion, disassembly, remanufacturing, bulk recycling, material recycling, and
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disposal centers. Let [czzp, cuur, cxxl, P rq] be unit procurement costs of new
parts, raw materials, modules from suppliers, and acquisition price of returns.
Let [cii, cjj, cccq, caaq, cmmlq, cbb, cggr, cdd] be unit processing costs at differ-
ent CLSC facilities. Let [tizip, riuir, sixil, tjij, tkjk, tckc, taca, tsasp, tzaip, tbab,
tmaml, tgagr, tdad, rgbgr, sdgd , rdbd, txmil, teger, twmwl, tugir] be unit transporta-
tion costs between network entities. Let [dkk, dwwl, dssp, deer] be demands of
the brand-new product and recovered components at their corresponding
marketplaces. Let [cazzp, cauur, caxxl , caii, cajj, cacc, caaa, cabb, cadd, camml,
caggr] be capacities of CLSC facilities. Let φp be the number of part p in each
unit of product, µr be the mass of material r in each unit of product, ωl be
the number of module l in each unit of product, ψq be the rate of return of
each quality level q, βq be the mass of residues in the returned product with
quality level q shipped to bulk recycling centers from disassembly centers,
αrq be the mass of recyclable material r in the returned product with qual-
ity level q shipped to material recycling centers from disassembly centers,
σq be the non-recoverable mass of the returned product with quality level q
shipped to disposal centers from disassembly centers, γpq be the number of
part p in the returned product with quality level q shipped to spare mar-
kets and manufacturing centers from disassembly centers, δlq be the umber
of remanufacturable module l in the returned product with quality level q
shipped to remanufacturing centers from disassembly centers, ηr be the ra-
tio of recyclable material r shipped to material recycling centers from bulk
recycling centers, τr be the ratio of non-recyclable material r shipped to dis-
posal centers from bulk and material recycling centers, and finally, θ be the
recovery target set by the government.

Decisions to be made are the quantity of flows between network entities
and the location of different types of facilities in the reverse network sum-
marized as follows. Let QIzip be the quantity of part p shipped from part
supplier z to manufacturing center i, NIuir be the quantity of material r
shipped from material supplier u to manufacturing center i, XIxil be the
quantity of module l shipped from module supplier x to manufacturing cen-
ter i, QJij be the quantity of products shipped from manufacturing center i
to distribution center j, QKjk be the quantity of products shipped from dis-
tribution center j to end-user zone k, QCkcq be the quantity of returns with
quality level q shipped from end-user zone k to collection center c, QAcaq be
the quantity of returns with quality level q shipped from collection center c
to disassembly center a, QSasp be the number of part p shipped from dis-
assembly center a to spare parts market s, QZaip be the number of part p
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shipped from disassembly center a to manufacturing center i, QMamlq be the
quantity of module l with quality level q shipped from disassembly center
a to remanufacturing center m, QWmwl be the number of module l shipped
from remanufacturing center m to secondary market w, QXmil be the num-
ber of module l shipped from remanufacturing center m to manufacturing
center i, QBab be the quantity of residues shipped from disassembly center
a to bulk recycling center b, QGagr be the quantity of recyclable material
r shipped from disassembly center a to material recycling center g, NGbgr

be the quantity of recyclable material r shipped from bulk recycling center
b to material recycling center g, QEger be the quantity of recycled material
r shipped from material recycling center g to recycled material market e,
QUgir be the quantity of recycled material r shipped from material recycling
center g to manufacturing center i, QDad be the quantity of non-recoverable
components shipped from disassembly center a to disposal center d, NDbd

be the quantity of residues shipped from bulk recycling center b to disposal
center d, and finally, XDgdr be the quantity of material r shipped from ma-
terial recycling center g to disposal center d. Now, let Y Cc take value one
if collection center c is opened and zero otherwise, Y Aa take value one if
disassembly center a is opened and zero otherwise, YMm take value one if
remanufacturing center m is opened and zero otherwise, Y Bb take value one
if bulk recycling center b is opened and zero otherwise, Y Gg take value one
if material recycling center g is opened and zero otherwise, and finally Y Dd

take value one if disposal center d is opened and zero otherwise.
The objective function is to maximize the net profit defined as the differ-

ence between the total income and the total cost.
Total revenue

∑
j∈J

∑
k∈K

PkkQKjk +
∑
m∈M

∑
w∈W

∑
l∈L

PwlQWmwl

+
∑
a∈A

∑
s∈S

∑
p∈P

PspQSasp +
∑
g∈G

∑
e∈E

∑
r∈R

PerQEger (1)

Total cost
Fixed cost

∑
c∈C

fccY Cc +
∑
a∈A

faaY Aa +
∑
m∈M

fmmYMm

+
∑
g∈G

fggY Gg +
∑
b∈B

fbbY Bb +
∑
d∈D

fddY Dd (2)
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Procurement cost

∑
z∈Z

∑
i∈I

∑
p∈P

czzpQIzip +
∑
u∈U

∑
i∈I

∑
r∈R

cuurNIuir

+
∑
x∈X

∑
i∈I

∑
l∈L

cxxlXIxil +
∑
c∈C

∑
a∈A

∑
q∈Q

PrqQAcaq (3)

Processing cost

∑
i∈I

∑
j∈J

ciiQJij +
∑
j∈J

∑
k∈K

cjjQKjk +
∑
k∈K

∑
c∈C

∑
q∈Q

cccqQCkcq

+
∑
c∈C

∑
a∈A

∑
q∈Q

caaqQAcaq +
∑
a∈A

∑
g∈G

∑
r∈R

cggrQGagr +
∑
b∈B

∑
g∈G

∑
r∈R

cggrNGbgr

+
∑
a∈A

∑
m∈M

∑
l∈L

∑
q∈Q

cmmlqQMamlq +
∑
a∈A

∑
b∈B

cbbQBab +
∑
a∈A

∑
d∈D

cddQDad

+
∑
b∈B

∑
d∈D

cddNDbd +
∑
g∈G

∑
d∈D

∑
r∈R

cddXDgdr (4)

Transportation cost

∑
z∈Z

∑
i∈I

∑
p∈P

tizipQIzip +
∑
u∈U

∑
i∈I

∑
r∈R

riuirNIuir +
∑
x∈X

∑
i∈I

∑
l∈L

sixilXIxil

+
∑
i∈I

∑
j∈J

tjijQJij +
∑
j∈J

∑
k∈K

tkjkQKjk +
∑
k∈K

∑
c∈C

∑
q∈Q

tckcqQCkcq

+
∑
c∈C

∑
a∈A

∑
q∈Q

tacaqQAcaq +
∑
a∈A

∑
m∈M

∑
l∈L

∑
q∈Q

tmamlQMamlq +
∑
a∈A

∑
b∈B

tbabQBab

+
∑
a∈A

∑
g∈G

∑
r∈R

tgagrQGagr +
∑
a∈A

∑
d∈D

tdadQDad +
∑
b∈B

∑
g∈G

∑
r∈R

rgbgrNGbgr

+
∑
g∈G

∑
d∈D

∑
r∈R

sdgdXDgdr +
∑
b∈B

∑
d∈D

rdbdNDbd +
∑
a∈A

∑
s∈S

∑
p∈P

tsaspQSasp

+
∑
m∈M

∑
w∈W

∑
l∈L

twmwlQWmwl +
∑
g∈G

∑
e∈E

∑
r∈R

tegerQEger

+
∑
a∈A

∑
i∈I

∑
p∈P

tzaipQZaip +
∑
m∈M

∑
i∈I

∑
l∈L

txmilQXmil +
∑
g∈G

∑
i∈I

∑
r∈R

tugirQUgir (5)

Constraints are grouped into two major categories: flow balance and
capacity restrictions.

Flow balance constraints
Manufacturing centers

∑
z∈Z

QIzip +
∑
a∈A

QZaip = φp
∑
j∈J

QJij ∀ i ∈ I, ∀ p ∈ P (6)

∑
u∈U

NIuir +
∑
g∈G

QUgir = µr
∑
j∈J

QJij ∀ i ∈ I, ∀ r ∈ R (7)

∑
x∈X

XIxil +
∑
m∈M

QXmil = ωl
∑
j∈J

QJij ∀ i ∈ I, ∀ l ∈ L (8)
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Distribution centers

∑
i∈I

QJij =
∑
k∈K

QKjk ∀ j ∈ J (9)

∑
j∈J

QKjk = dkk ∀ k ∈ K (10)

Collection centers

∑
c∈C

QCkcq = ψqdkk ∀ k ∈ K,∀ q ∈ Q (11)

∑
k∈K

QCkcq ≥
∑
a∈A

QAcaq ∀ c ∈ C,∀ q ∈ Q (12)

∑
c∈C

∑
a∈A

∑
q∈Q

QAcaq ≥ θ
∑
k∈K

∑
c∈C

∑
q∈Q

QCkcq (13)

Disassembly centers

∑
c∈C

∑
q∈Q

γpqQAcaq =
∑
i∈I

QZaip +
∑
s∈S

QSasp ∀ a ∈ A, ∀ p ∈ P (14)

∑
a∈A

QSasp = dssp ∀ s ∈ S,∀ p ∈ P (15)

∑
c∈C

∑
q∈Q

σqQAcaq =
∑
d∈D

QDad ∀ a ∈ A (16)

∑
c∈C

∑
q∈Q

βqQAcaq =
∑
b∈B

QBab ∀ a ∈ A (17)

∑
c∈C

∑
q∈Q

αrqQAcaq =
∑
g∈G

QGagr ∀ a ∈ A, ∀ r ∈ R (18)

∑
c∈C

δlqQAcaq =
∑
m∈M

QMamlq ∀ a ∈ A, ∀ l ∈ L, ∀ q ∈ Q (19)

Remanufacturing centers

∑
a∈A

∑
q∈Q

QMamlq =
∑
w∈W

QWmwl +
∑
i∈I

QXmil ∀ m ∈M, ∀ l ∈ L (20)

∑
m∈M

QWmwl = dwwl ∀ w ∈W,∀ l ∈ L (21)

Bulk recycling centers

∑
a∈A

ηrQBab =
∑
g∈G

NGbgr ∀ b ∈ B, ∀ r ∈ R (22)

∑
a∈A

QBab =
∑
g∈G

∑
r∈R

NGbgr +
∑
d∈D

NDbd ∀ b ∈ B (23)
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Material recycling centers

∑
a∈A

τrQGagr +
∑
b∈B

τrNGbgr =
∑
d∈D

XDgdr ∀ g ∈ G, ∀ r ∈ R (24)

∑
g∈G

QEger = deer ∀ e ∈ E, ∀ r ∈ R (25)

∑
a∈A

QGagr +
∑
b∈B

NGbgr =
∑
i∈I

QUgir +
∑
e∈E

QEger

+
∑
d∈D

XDgdr ∀ g ∈ G, ∀ r ∈ R (26)

Capacity constraints
Forward chain facilities

∑
i∈I

QIzip ≤ cazzp ∀ z ∈ Z,∀ p ∈ P (27)

∑
i∈I

NIuir ≤ cauur ∀ u ∈ U, ∀ r ∈ R (28)

∑
i∈I

XIxil ≤ caxxl ∀ x ∈ X, ∀ l ∈ L (29)

∑
j∈J

QJij ≤ caii ∀ i ∈ I (30)

∑
i∈I

QJij ≤ cajj ∀ j ∈ J (31)

Reverse chain facilities

∑
k∈K

∑
q∈Q

QCkcq ≤ caccY Cc ∀ c ∈ C (32)

∑
c∈C

∑
q∈Q

QAcaq ≤ caaaY Aa ∀ a ∈ A (33)

∑
a∈A

QDad +
∑
b∈B

NDbd +
∑
g∈G

∑
r∈R

XDgdr ≤ caddY Dd ∀ d ∈ D (34)

∑
a∈A

QBab ≤ cabbY Bb ∀ b ∈ B (35)

∑
a∈A

QGagr +
∑
b∈B

NGbgr ≤ caggrY Gg ∀ g ∈ G, ∀ r ∈ R (36)

∑
a∈A

∑
q∈Q

QMamlq ≤ cammlYMm ∀ m ∈M,∀ l ∈ L (37)

Constraints (6)-(8) ensure that the total outgoing flow from each manufac-
turing center is equal to the total incoming flow into this facility from sup-
pliers and reverse network. Constraint (9)-(10) ensure flow balance at each
distribution center as well as demand satisfaction at each end-user zone.
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Constraint (11) ensures that all the returned products are collected at the
collection centers. Constraint (12) ensures that the sum of the flow to the
disassembly facilities, i.e., acquired returns, cannot exceed the total amount
of returned products available in collection centers. Constraint (13) is the en-
vironmentally friendly restriction imposing that the total amount of acquired
returns must be at least equal to a certain percentage of the total amount
of return stream in collection centers as set by the government. Constraints
(14)-(19) ensure flow conservation at each disassembly center. Constrain (20)
ensures that the total incoming flow to each remanufacturing center is equal
to the total outgoing flow to modules secondary markets and manufacturing
facilities. Constraint (21) ensures that the demands of all secondary mar-
kets for remanufactured modules are satisfied. Constraint (22)-(23) ensure
flow conservation at each bulk recycling center. Constraints (24)-(26) are
flow conservation restrictions at each material recycling center. Constraints
(27)-(31) impose capacity restrictions on forward chain facilities. Constraints
(32)-(37) ensure that the total incoming flow to an open facility in the reverse
network cannot exceed its capacity.

4. Solution methodology

The proposed model (1)-(37) has a conspicuous special property that fa-
cilitates the application of Benders decomposition as the solution method.
For a given vector of locations of reverse chain facilities, the remaining prob-
lem is a network type problem which can be solved much easier than the MIP
model. In what follows, we present the details of the Benders reformulation
of the MIP model along with the proposed algorithmic enhancements.

4.1. Benders reformulation

For the sake of simplicity, let P be the vector of unit prices of selling
brand-new and recovered components at the marketplaces. Let F be the
vector of fixed costs of opening facilities in the reverse network. Further-
more, let C be the vector of other types of costs and let QX be the set
of forward and reverse flows variables. Let Y be the set of binary decision
variables representing, respectively, the locations of collection, disassembly,
remanufacturing, bulk recycling, material recycling, and disposal centers.
Furthermore, let Ȳ denote the vector of fixed Y . The resulting primal sub-
problem (PSP) that determines the routing of the forward and reverse flows
can be stated as follows.
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max (1), (3)− (5)

s.t. (6)− (31)∑
k∈K

∑
q∈Q

QCkcq ≤ caccY Cc ∀ c ∈ C (38)

∑
c∈C

∑
q∈Q

QAcaq ≤ caaaY Aa ∀ a ∈ A (39)

∑
a∈A

QDad +
∑
b∈B

NDbd +
∑
g∈G

∑
r∈R

XDgdr ≤ caddY Dd ∀ d ∈ D (40)

∑
a∈A

QBab ≤ cabbY Bb ∀ b ∈ B (41)

∑
a∈A

QGagr +
∑
b∈B

NGbgr ≤ caggrY Gg ∀ g ∈ G, ∀ r ∈ R (42)

∑
a∈A

∑
q∈Q

QMamlq ≤ cammlYMm ∀ m ∈M, ∀ l ∈ L (43)

Let υ1,..., υ26 and υ27,..., υ32 be the set of dual decision variables associated
with constraint (6)-(31) and (38)-(43), respectively. The dual of the primal
subproblem (DSP) can be formulated as follows.

min Zυ(Ȳ ) =
∑
k∈K

dkkυ
5
k +

∑
k∈K

∑
q∈Q

ψqdkkυ
6
kq +

∑
s∈S

∑
p∈P

dsspυ
10
sp +

∑
w∈W

∑
l∈L

dwwlυ
16
wl

+
∑
e∈E

∑
r∈R

deerυ
20
er +

∑
z∈Z

∑
p∈P

cazzpυ
22
zp +

∑
u∈U

∑
r∈R

cauurυ
23
ur

+
∑
x∈X

∑
l∈L

caxxlυ
24
xl +

∑
i∈I

caiiυ
25
i +

∑
j∈J

cajjυ
26
j +

∑
c∈C

caccY Ccυ
27
c

+
∑
a∈A

caaaY Aaυ
28
a +

∑
d∈D

caddY Ddυ
29
d +

∑
b∈B

cabbY Bbυ
30
b

+
∑
g∈G

∑
r∈R

caggrY Ggυ
31
gr +

∑
m∈M

∑
l∈L

cammlYMmυ
32
ml (44)

s.t. (υ1,υ2, ....,υ32) ∈ ∆ (45)

where the unrestricted dual variable vectors υ5, υ6, υ10, υ16, and υ20 are,
respectively, associated with constraints (10), (11), (15), (21), and (25). The
non-negative dual variable vectors υ22,..., υ26 and υ27,..., υ32 are, respec-
tively, associated with constraints (27)-(31) and (38)-(43). Besides, ∆ indi-
cates the polyhedron defined by the constraints of the DSP. If ∆ is empty, the
DSP is infeasible and according to duality theory in linear programming, the
PSP is either infeasible or unbounded. However, the proposed MIP model is
not unbounded. Let π(.) represent the part of the dual subproblem objective
function (44) which is independent of the location variables. Introducing an
extra variable Γ, we can formulate the master problem (MP) that determines
the CLSC network configuration as follows.
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max Γ−
∑
c∈C

fccY Cc −
∑
a∈A

faaY Aa −
∑
m∈M

fmmYMm

−
∑
g∈G

fggY Gg −
∑
b∈B

fbbY Bb −
∑
d∈D

fddY Dd (46)

s.t. Γ ≤ π(υ̂n
T

) +
∑
c∈C

caccY Ccυ̂
27
c +

∑
a∈A

caaaY Aaυ̂
28
a +

∑
d∈D

caddY Ddυ̂
29
d

+
∑
b∈B

cabbY Bbυ̂
30
b +

∑
g∈G

∑
r∈R

caggrY Gg υ̂
31
gr +

∑
m∈M

∑
l∈L

cammlYMmυ̂
32
ml (47)

0 ≤ π(κ̂n
T

) +
∑
c∈C

caccY Ccκ̂
27
c +

∑
a∈A

caaaY Aaκ̂
28
a +

∑
d∈D

caddY Ddκ̂
29
d

+
∑
b∈B

cabbY Bbκ̂
30
b +

∑
g∈G

∑
r∈R

caggrY Ggκ̂
31
gr +

∑
m∈M

∑
l∈L

cammlYMmκ̂
32
ml (48)

Y ∈ {0, 1} (49)

where κ indicate extreme rays of ∆ when the DSP is unbounded. Now, let
∆p and ∆r represent the sets of extreme points and extreme rays of ∆, re-
spectively. Moreover, let V denote the capacities of several types of facilities
in constraints (32)-(37) including collection, disassembly, remanufacturing,
bulk recycling, material recycling, and disposal centers. The compact repre-
sentation of the MP can be stated as follows.

max Γ− FTY (50)

s.t. Γ ≤ π(υ̂n
T

) + υ̂m
T
V Y (υn,υm|n 6= m) ∈ ∆p (51)

0 ≤ π(κ̂n
T

) + κ̂m
T
V Y (κn,κm|n 6= m) ∈ ∆r (52)

Y ∈ {0, 1} (53)

Observe that the polyhedron ∆ might have a vast number of extreme points
and rays. An efficient iterative algorithm is to dynamically generate only a
subset of optimality and feasibility cuts. This approach is very effective since
generally only a subset of these cuts will be active for the MP and most of
them are redundant. Starting from empty subsets of extreme points and rays,
each iteration of the algorithm first solves the MP. It provides an updated
upper bound on the optimal solution of MIP. Then, the DSP is solved using
the solution of the MP. If it is bounded, an optimal solution corresponds
to an extreme point of ∆p is identified and leads to the optimality cut (51).
Otherwise, the feasibility cut (52) associated with an extreme ray of ∆r would
be added to the MP.
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4.2. Algorithmic enhancement

As Benders decomposition is known to be a method which converges quite
slowly, we provide different algorithmic enhancement in order to accelerate
the solution algorithm.

4.2.1. Valid inequalities

Considering the structure of the MIP model, we can introduce the fol-
lowing valid inequalities to the MP to restrict its feasible region. We expect
that the presence of the valid inequalities reduce the number of feasibility
cuts (52) during the execution of the Benders algorithm.

∑
c∈C

caccY Cc ≥
∑
k∈K

∑
q∈Q

ψqdkk (54)

∑
a∈A

caaaY Aa ≥ θ
∑
k∈K

∑
q∈Q

ψqdkk (55)

∑
a∈A

caaaY Aa ≥
∑
s∈S

∑
p∈P

dssp (56)

∑
m∈M

∑
l∈L

cammlYMm ≥
∑
w∈W

∑
l∈L

dwwl (57)

∑
g∈G

∑
r∈R

caggrY Gg ≥
∑
e∈E

∑
r∈R

deer (58)

∑
b∈B

Y Bb ≥ 1 (59)

∑
d∈D

Y Dd ≥ 1 (60)

Constraints (54) and (55) ensure that the selected collection and disassembly
centers provide enough capacity to acquire returns. Constraint (56)-(58)
ensure enough capacity for satisfying the demands of recovered components
at their corresponding secondary markets through opening adequate recovery
facilities. According to constraints (59) and (60), at least one bulk recycling
and one disposal center must be opened in the CLSC network.

4.2.2. Pareto-optimal cuts

As the PSP is usually degenerate due to its typical network structure,
the DSP might have multiple optimal solutions. As a result, several valid
optimality cuts of different strength associated to the set of alternative opti-
mal solutions can be generated. According to Magnanti and Wong [19], the

optimal cut corresponds to the dual solution vectors (υ̂n
T

1 , υ̂m
T

1 ) dominate

the cut generated from the dual solution (υ̂n
T

2 , υ̂m
T

2 ) if and only if
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π(υ̂n
T

1 ) + υ̂m
T

1 V Y ≤ π(υ̂n
T

2 ) + υ̂m
T

2 V Y ; n 6= m

for all Y with strict inequality for at least one point . A Pareto-optimal cut is
an optimality cut which cannot be dominated by any other cut. It is usually
expected that appending Pareto-optimal cuts expedite the convergence of
the Benders algorithm. Let YLP be the polyhedron defined by 0 ≤ Y Cc ≤
1,∀ c ∈ C; 0 ≤ Y Aa ≤ 1,∀ a ∈ A; 0 ≤ YMm ≤ 1,∀m ∈ M ; 0 ≤ Y Bb ≤
1,∀ b ∈ B; 0 ≤ Y Gg ≤ 1, ∀ g ∈ G; 0 ≤ Y Dd ≤ 1,∀ d ∈ D. Let ri(YLP)
indicate the relative interior of YLP. A Pareto-optimal cut can be obtained
by solving the following auxiliary dual problem.

min π(υn
T

) + υm
T
V Y 0 (61)

s.t. π(υn
T

) + υm
T
V Ȳ = Zυ(Ȳ ) (62)

(υ1,υ2, ....,υ32) ∈ ∆ (63)

where Y 0 ∈ ri(YLP), n 6= m, and ∆ indicates the polyhedron defined by the
constraints of the DSP. As mentioned earlier, the normalization constraint
(62) might be quite dense and numerically unstable. Nonetheless, Papadakos
[20] demonstrated that this constraint can be omitted through choosing a
different core point on the objective function (61) every time the Pareto-
optimal cut generation step is executed. It was also showed that any convex
combination of the current master problem solution and an initial core point
suffices to obtain a valid core point ([20], Theorem 8). The modified auxiliary
dual subproblem can be restated as follows.

min π(υn
T

) + υm
T
V Y 0

s.t. (υ1,υ2, ....,υ32) ∈ ∆ (64)

where n 6= m and ∆ indicates the polyhedron defined by the constraints
of the DSP. The optimal solution to (64) is used to generate an optimality
cut, which is a Pareto-optimal one in the ri(YLP). It should be noted that
since the description of the convex hull of Y is not available a priori and
also the identification of a core point in the convex hull is difficult, Pareto-
optimal cuts would be generated using Y 0 ∈ ri(YLP). Such optimality
cuts are non-dominated ones in YLP. We refer to this accelerated Benders
decomposition-based algorithm as “BD1” described in Algorithm 1.
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Algorithm 1 -BD1
UB←∞, LB← −∞, λc ← 0.5

2: Find an initial core point Y 0

while (UB − LB)/UB ≤ ε do
4: Solve the auxiliary DSP (64)

Add Pareto-optimal cut (51) to the MP
6: Solve the MP

UB← Γ̄− FT Ȳ
8: Solve the DSP

if the DSP is unbounded then
10: Add the feasibility cut (52) to the MP

Y 0 ← λcY 0 + ξ
12: else

Add the optimality cut (51) to the MP
14: LB← max (LB, Zυ(Ȳ )− FT Ȳ )

Y 0 ← λcY 0 + (1− λc)Ȳ
16: end if

end while
18: Solve the corresponding PSP

4.2.3. Local branching

The preliminary computational results revealed that even though the
Pareto-optimal cuts enhance the performance of the classic Benders decom-
position algorithm, the upper bound still slowly decreases throughout the
solution process. Therefore, we consider the incorporation of local branching
cuts [21, 22] throughout “BD1”. Given a feasible reference point of an integer
programming model, the main idea of local branching is to divide the feasible
space of the problem into a series of smaller subproblems which can be solved
by any appropriate generic solver. Therefore, one might be able to identify
a better feasible solution in the neighborhood of the reference point within
an acceptable computational time. In the context of Benders decomposition,
each time the local branching search is executed, we may find better lower
bounds as well as multiple optimality cuts that lead naturally to improved
lower and upper bounds. We proceed with a detailed discussion of the local
branching procedure.

The local branching is performed once the solution to the MP yields a
feasible PSP, i.e., the DSP is bounded and optimal. We use this feasible
solution as a reference point to create local branching subproblems. Let Ȳ

1

be an optimal solution to the MP. Introducing the following disjunction, we
can devide the feasible region of the MIP model (1)-(37) into two reduced
subproblems.

∆(Y , Ȳ
1
) ≤ κv ∨∆(Ȳ , Ȳ

1
) ≥ κv + 1
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The reduced subproblem created after adding the left branching cut to the
MIP, namely the left branch subproblem, can be solved efficiently by CPLEX.
The extended representation of this compact cut is stated as follows.

∆(Ȳ , Ȳ
1
) =

∑
c∈C\C̄

Y Cc +
∑
c∈C̄

(1− Y Cc) +
∑

a∈A\Ā

Y Aa +
∑
a∈Ā

(1− Y Aa)

+
∑

m∈M\M̄

YMm +
∑
m∈M̄

((1− YMm) +
∑

b∈B\B̄

Y Bb +
∑
b∈B̄

(1− Y Bb)

+
∑

g∈G\Ḡ

Y Gg +
∑
g∈Ḡ

(1− Y Gg) +
∑

d∈D\D̄

Y Dd +
∑
d∈D̄

(1− Y Dd) ≤ κv

where C̄, Ā, M̄ , B̄, Ḡ, and D̄ represent the set of open facilities in the reverse
chain obtained after solving the current MP. Assigning a relatively low value
to κv, imposing a time limit on the left branch subproblem, and a small
optimality gap εk, each time a subproblem is solved, we ensure that the local
branching procedure quickly explores different parts of the feasible region of
the MIP. Let Ȳ

2
be the solution to the local branching subproblem. After

solving the local branching subproblem, one of the following cases might
arise.

Case 1: If the optimal solution of the current subproblem has been iden-
tified within the time limit and the optimality gap, the left branching con-
straint will be replaced by the right branching one, i.e., ∆(Y , Ȳ

1
) ≥ κv + 1.

The solution Ȳ
2

is considered as the new reference point and the branching
scheme will be applied to this solution, i.e., ∆(Y , Ȳ

2
) ≤ κv. We proceed the

local branching search through solving the new local branching subproblem.
Case 2: If the current subproblem is proven infeasible, the left branch-

ing constraint will be replaced by the right one, i.e., ∆(Y , Ȳ
1
) ≥ κv + 1.

Moreover, the diversification procedure (div.) will be performed through in-
creasing the size of the feasible region of the current subproblem by dκv/2e.
We proceed the local branching search through solving the new local branch-
ing subproblem.

Case 3: If the time limit is reached and the feasible solution to the current
subproblem has been improved although it is not an optimal one, the left
branching constraint will be eliminated without imposing the right branching
one. Moreover, the “tabu” cut ∆(Y , Ȳ

2
) ≥ 1 will be introduced into the

current subproblem to remove Ȳ
2
. Then, the new subproblem will be created

by defining a left branching constraint associated with the new reference
point, i.e., ∆(Y , Ȳ

2
) ≤ κv. We proceed the local branching search through

solving the new local branching subproblem.
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Case 4: If the time limit exceeds without improvement in the value of
the objective function of the current local branching subproblem, the right-
hand side of the left branching constraint will be decreased by “1” and the
tabu cut will also be added to the current subproblem to eliminate Ȳ

2
from

further consideration. The current subproblem will then be resolved in an
attempt to find a better solution. In case no improved solution is found even
in this new reduced neighborhood, the diversification procedure (div.) will
be applied by enlarging the size of the feasible region by “1”.

In addition, the tabu constraint is imposed at the beginning of the exe-
cution of the local branching procedure in order to exclude the solution to
the current MP from further exploration.

The branching scheme is repeated through iterations of “BD1” until a
specified number of local branching subproblems or diversifications will be
satisfied. We remark that since local branching subproblems created by
adding neighborhood constraints to MIP are quite hard to solve, the MIP
model is only used in two iterations of the Benders algorithm to define the
local branching subproblems, namely “MIP phase”. As for the rest of itera-
tions of the Benders algorithm, local branching subproblems are created by
adding the neighborhood constraints to the MP, namely “MP phase”. After
each call to local branching procedure, several new feasible solutions, if any,
are identified. They can be used to create a pool of optimality cuts (51),
which will then be added to the MP to improve the quality of upper bound.
This local branching-based Benders decomposition algorithm as described
in Algorithm 2 is referred to as “BD2”. The local branching procedure is
also outlined in Algorithm 3. In this algorithm, the feasible solution to the
local branching subproblems, when the first and the third cases arise, would
be stored in Q̄Xh and Ȳ h indicating, respectively, the CLSC network flows
and locations. At the end of each local branching procedure, we obtain a
lower (upper) bound through evaluating the objective function of MIP (MP)
regarding these feasible solutions.

5. Case example

We evaluate the tractability of the proposed model and the performance
of the accelerated Benders decomposition-based algorithm for a case of large
household appliances, i.e., used washing machines, inspired by [12] and [24].
The washing machines under consideration consist of two modules, ten parts,
and three types of solid materials. Table 1 displays the disassembly tree of a
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Algorithm 2 -BD2
UB←∞, LB← −∞, t← 1, MaxIter ← 2
Find an initial core point Y 0

3: while (UB − LB)/UB ≤ ε do
Solve the auxiliary DSP (64)
Add Pareto-optimal cut (51) to the MP

6: Solve the MP
UB← Γ̄− FT Ȳ
Solve the DSP

9: if the DSP is unbounded then
Add the feasibility cut (52) to the MP
Y 0 ← λcY 0 + ξ

12: else
Add the optimality cut (51) to the MP
LB← max (LB, Zυ(Ȳ )− FT Ȳ )

15: Y 0 ← λcY 0 + (1− λc)Ȳ
Ȳ

1 ← Ȳ
if t ≤MaxIter then

18: t← t+ 1
MIP phase ← true
Perform the LocBran. procedure

21: else
MP phase ← true
Perform the LocBran. procedure

24: end if
Add the pool of optimality cuts (51) to the MP

end if
27: end while

Solve the corresponding PSP

Table 1: Separable components of a used washing machine

Parameter Value

φp
washing tube:1, cover:1, balance:1, frame:1, hose:1, condenser:1,

small electric parts:1, electric wire:1, transformer:1, PCB board:1
µr plastics:6 kg, steel:3 kg, copper:1 kg
ωl motor:1, clutch:1

returned washing machine. The next section describes test instances settings
and then it is followed by a summary of computational results.

5.1. Experimental design

We assume three quality levels, namely, low, medium, and high for the
return stream. Demands of the brand-new washing machines and remanu-
factured modules are selected at random from {600, 601, 602, ..., 1000} and
{50, 51, 52, ..., 150}, respectively. Demands of spare parts and recycled raw
materials are determined through {30, 31, 32, ..., 100}. Capacities of facil-
ities in the forward network are randomly generated following a reasonable
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Algorithm 3 -LocBran.
rhs← κv , Itr ← 1, dv ← 1, div.← false, h← 1

Add ∆(Y , Ȳ
1
) ≥ 1

3: while (Itr ≤ Sub.) ∨ (dv ≤ Ndiv.) do

Add ∆(Y , Ȳ
1
) ≤ rhs

Solve the resulting subproblem under a time limit as well as εk and label its solution Ȳ
2
, if any

6: if Case 1 then
Reverse the last local branching constraint into ∆(Y , Ȳ

1
) ≥ κv + 1

Ȳ
1 ← Ȳ

2
, div.← false, rhs← κv , Ȳ h ← Ȳ

2
, h← h+ 1, Itr ← Itr + 1

9: end if
if Case 2 then

Reverse the last local branching constraint into ∆(Y , Ȳ
1
) ≥ κv + 1

12: rhs← κv + dκv/2e, dv ← dv + 1

end if
if Case 3 then

15: Eliminate the last local branching constraint ∆(Y , Ȳ
1
) ≤ κv

Add ∆(Y , Ȳ
2
) ≥ 1 to the current subproblem

Ȳ
1 ← Ȳ

2
, div.← false, rhs← κv , Ȳ h ← Ȳ

2
, h← h+ 1, Itr ← Itr + 1

18: end if
if Case 4 then

Eliminate the last local branching constraint ∆(Y , Ȳ
1
) ≤ κv

21: Add ∆(Y , Ȳ
2
) ≥ 1 to the current subproblem

if div. then
dv ← dv + 1, rhs← κv + 1

24: else
rhs← κv − 1

end if
27: div.← true

end if
end while

30: if MIP phase then
LB ← max

1≤h≤Itr
PT Q̄Xh − CT Q̄Xh − FT Ȳ h

else
33: UB ← min

1≤h≤Itr
Γ̄h − FT Ȳ h

end if
Generate pool of optimality cuts using Ȳ h

relationship with demands of end-users and the disassembly tree. Capacities
of reverse network facilitates are also randomly generated based upon end-
users and secondary markets demands as well as return ratios and recovery
coefficients. Denote by “U ” the uniform distribution, shipping costs are con-
sidered to be U (5, 10) for each washing machine and U (1, 4) for each unit
of components. Other parameters are generated as summarized in Tables 2
and 3. Note that fixed costs of opening facilities in the reverse network are
generated considering the capacity of facilities. In other words, the higher
the capacity of a facility, the larger infrastructural cost it will require.

We also consider seven major classes within each three different test in-
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Table 2: Quality level dependent parameters

Parameter
Quality levels

High Medium Poor
ψq U (0.1, 0.2) U (0.2, 0.3) U (0.3, 0.4)
δlq 1, 1 1, 0 0, 0

γpq
1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0,
1, 1, 1, 1, 1 1, 1, 0, 0, 1 0, 0, 0, 0, 1

αrq 5, 2, 1 4, 1, 1 3, 1, 0
βq 2 4 6
σq 0.1 0.2 0.4
cccq 1 1.5 2
caaq 1 1.5 2
cmmlq 3 4 5
Prq 175 125 75

Table 3: Other case example parameters

Parameter Value Parameter Value Parameter Value
fcc U (400000, 600000) faa U (400000, 600000) fmm U (700000, 900000)
fbb U (400000, 600000) fgg U (400000, 600000) fdd U (200000, 400000)
Pkk U (600, 1300) Psp U (50, 70) Pwl U (100, 120)
Per U (20, 30) cxxl U (70, 90) czzp U (30, 50)
cuur U (10, 20) cii U (6, 7) cjj U (1, 2)
cbb U (1.5, 2.5) cggr U (1.5, 2.5) cdd U (1.5, 2.5)
ηr U (0.2, 0.3) τr U (0.05, 0.15) θ 0.7

stances as shown in Table 4. These test instances vary according to the
number of CLSC facilities as well as the number of the first and secondary
markets. Table 5 presents the number of constraints and variables, including
binary and continuous ones, in each class.

Table 4: Test problem classes

Set Z U X I J K C A M B G D S W E
1 10 3 2 5 10 60 10 10 10 10 10 5 30 30 30
2 10 3 2 5 10 80 10 10 10 10 10 5 40 40 40
3 10 3 2 5 15 100 15 15 15 15 15 7 50 50 50
4 10 3 2 5 15 120 15 15 15 15 15 7 60 60 60
5 10 3 2 5 20 130 20 20 20 20 20 10 65 65 65
6 10 3 2 5 20 140 20 20 20 20 20 10 70 70 70
7 10 3 2 5 25 150 25 25 25 25 25 12 75 75 75

5.2. Computational results

The proposed algorithmic scheme was implemented in C++ using Con-
cert Technology with IBM-ILOG CPLEX 12.51. All the experiments were
conducted on an Intel Pentium 1.90 GHz machine with 4 GB RAM. The rel-
ative optimality gap, i.e., ε = 1%, as well as a maximum time of 3600 seconds
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Table 5: Size of test problems

Set # of constraints # of continuous variables # of binary variables
1 1349 10010 55
2 1579 12310 55
3 2041 22960 82
4 2271 26410 82
5 2619 39210 110
6 2734 41510 110
7 3081 56860 137

Table 6: The value of parameters of local branching procedure

Class MIP phase MP phase
Sub. Ndiv. Time (sec) κv εκv Sub. Ndiv. Time (sec) κv εκv

1 3 3 20 3 1% 1 3 - 10 0%
2 3 3 20 3 1% 1 3 - 10 0%
3 3 3 60 5 1% 1 3 - 25 0%
4 4 3 60 5 1% 1 3 - 25 0%
5 4 3 60 7 1% 1 3 - 30 0%
6 5 3 80 7 1% 1 3 - 30 0%
7 5 3 100 8 1% 1 3 - 40 0%

were imposed as the stopping criteria for both “BD1” and “BD2”. Further-
more, all 21 test instances were solved by CPLEX 12.51 in a maximum time
limit of 7200 seconds and within the stopping gap tolerance of 1%. Table 6
includes the value of the local branching parameters, such as the number of
local branching subproblems (Sub.) to be solved at each iteration of “BD2”,
the maximum number of diversifications (Ndiv.), time limit for solving each
local branching subproblem (Time), the value of κv, and the optimality gap
εκv% each time this procedure is called in both phases of “MIP” and “MP”.

Table 7 summarizes the computational statistics obtained after solving
each test instance with “BD1”, “BD2”, and CPLEX. In this table, the res-
olution time in seconds (Time), the number of iterations (Iter.), and the
value of the profit objective function are reported for both algorithms. Col-
umn “GAP” under “BD1” represents the relative difference between lower
and upper bounds within the dedicated time limit, i.e., one hour. We also
present the CPU time in seconds in addition to the profit reported by CPLEX
after 7200 seconds. It should be noted that we examined the performance of
the classic Benders decomposition as well as the acceleration strategy in [23].
As the convergence behavior of those two algorithms were not desirable, we
do not report the corresponding computational results. The most important
observations concerning Table 7 are summarized as follows.

- CPLEX is only able to find the optimal solution of the test instances
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Table 7: Comparison of both algorithms and CPLEX

Class “BD1” “BD2” CPLEX
Time (sec) Iter. Profit GAP Time (sec) Iter. Profit Time (sec) Profit

1
28 40 11282100 ≤ 1% 101 16 11282100 621 11282100∗

30 54 11600600 ≤ 1% 140 19 11600600 485 11600600∗

22 35 12524000 ≤ 1% 98 15 12524000 583 12524000∗

2
289 128 17071000 ≤ 1% 231 35 17071000 605 17071000∗

1359 209 15568800 ≤ 1% 814 77 15568800 953 15568800∗

70 82 15072600 ≤ 1% 185 29 15072600 709 15072600∗

3
≥ 3600 90 22416000 1.61% 924 20 22494300 ≥ 7200 22321100
≥ 3600 77 22258400 2.65% 670 11 22271200 ≥ 7200 22196200
≥ 3600 75 22868800 3.15% 587 14 22951700 ≥ 7200 22801400

4
≥ 3600 110 28496100 2.32% 772 14 28531900 ≥ 7200 28475000
≥ 3600 91 20482300 2.42% 751 13 20532400 ≥ 7200 20260000
≥ 3600 139 22473400 2.34% 832 12 22560200 ≥ 7200 22415500

5
≥ 3600 65 22697800 3.58% 1087 16 22862600 ≥ 7200 22601400
≥ 3600 97 27909000 2.00% 967 17 27909900 ≥ 7200 27702800
≥ 3600 107 20563300 2.84% 1023 16 20610300 ≥ 7200 20530700

6
≥ 3600 74 31624100 1.62% 1835 19 31682100 ≥ 7200 31476600
≥ 3600 96 28978500 2.34% 1624 17 28982300 ≥ 7200 28556300
≥ 3600 59 31723300 2.69% 1498 15 31829700 ≥ 7200 31711900

7
≥ 3600 19 31700500 2.88% 2510 14 31741300 ≥ 7200 30799800
≥ 3600 16 30323400 4.10% 2938 15 30799100 ≥ 7200 29708100
≥ 3600 57 30501300 2.45% 1963 14 30573000 ≥ 7200 27530000

Average - 82 22768348 - 1026 20 22831005 - 22485995

of the first and the second classes indicated by ∗ symbol in the last column.
However, it fails to solve the test instances of other classes to optimality
within the dedicated time limit and gap tolerance. The best value of the
objective function, i.e., profit, obtained by CPLEX after 2 hours when applied
to solve those classes is reported in the last column.

- “BD1” demonstrates better performance in terms of CPU time, i.e.,
in average, four times faster than “BD2” only in solving the test instances
of the first class. However, “BD2” implementation reduces the number of
iterations, averagely, 2.5 times. This algorithm also indicates an improved
convergence behavior when applied to solve the test instances of the second
class. In particular, “BD2” is in average 1.4 times faster than “BD1” in
terms of running time. Moreover, the average number of iterations during
“BD2” execution is 3 times smaller than that of “BD1”.

- As for the rest of five classes, “BD1” is unable to solve the test instances
to optimality even in 1 hour. Columns GAP and profit indicate, respectively,
the relative difference between lower and upper bounds and the best profit
obtained by “BD1” after one hour. However, “BD2” solves all test instances
within the alloted optimality gap of 1% in considerably smaller number of
iterations. Note that the average relative gap between profit values reported
by “BD2” and CPLEX for the test instances of the last five classes is 1.82%. It
indicates the extent to which the best feasible solution identified by CPLEX
within 2 hours is far from the optimal solution obtained by “BD2”. The
average solution time of “BD2” is 18 minutes when applied to solve the test
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instances of classes 3 to 6. In addition, the average solution time of “BD2”
is 42 minutes in solving the test instances of the last class, i.e., the largest
class (see Figure 3).

The average number of iterations when solving each class with both de-
composition algorithms is illustrated in Figure 4. In summary, it can be
observed that local branching search considerably improves the performance
of the Benders decomposition algorithm.
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5.3. The impact of recovery target on the CLSC performance

Recall that the costly regulatory restrictions are forcing OEMs on taking
back of a certain percentage of the return stream. Hence, it imposes the
environmentally friendly constraint (13) to the CLSC network design model.
We examine the effect of increasing the recovery target θ by 7% and 15%
on quantity of the acquired used washing machines in disassembly centers
for one test instance. As expected, the OEM favors the recovery of high
quality returns as they are more profitable. In other words, 100% of the high
quality returns is procured by the OEM in all levels of recovery targets, i.e.,
0.7, 0.77, and 0.85. On the contrary, the company is not willing to use all
of potential recovery capacities according to low profitability of medium and
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poor quality returns. More specifically, 50%, 65%, and 80% of poor quality
used washing machines are desirable for recovery purposes with the recovery
targets of 0.7, 0.77, and 0.85, respectively. As the legislations become more
restrictive, the OEM will be forced to take a larger amount of poor quality
returns. Consequently, the total costs of designing the CLSC will increase
mainly due to opening more facilities in the reverse network, which incurs
15% additional infrastructural cost as well as higher processing costs. It is
worth mentioning that increasing the recovery target to 0.77 and 0.85 will
reduce the net profit, respectively, by 1.27% and 1.37% compared to the base
case of 0.7.

6. Conclusion

In this article, we addressed a CLSC network design problem which is ap-
plicable in the context of durable products. We considered several features
of practical relevance namely, a complete disassembly tree, all types of recov-
ery processes plausible for each product component, the legislative recovery
target, in addition to the non-homogeneity in the quality state of the return
stream. Due to the generic features of the disassembly tree under discussion,
the proposed model is not limited to applications for specific industries. It
can also give some insight to decision makers how to design a CLSC with
comprehensive recovery options.

In order to solve such a large-scale optimization problem, we developed
two different variants of the Benders decomposition algorithm, namely “BD1”,
and “BD2”. The former only takes advantage of generating Pareto-optimal
cuts while the latter incorporates local branching search into the solution
process. The performances of both methods were compared with CPLEX
on a set of twenty-one test instances. As shown by the computational re-
sults, both solution algorithms outperformed CPLEX. When a comparison
was made between two variants, “BD1” could solve only six test instances.
However, “BD2” was able to solve all test instances to optimality in a reason-
able amount of time. Particularly, the average number of iterations during
the execution of “BD2” is 4 times smaller than that of “BD1”. The improved
convergence behavior of “BD2” is mainly due to efforts devoted to the local
branching phases.

A natural extension of the setting considered in this article is to extend
the model into a multi-product setting. The model can also be further val-
idated in the context of more complex durable products, such as aircraft
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or automobiles which include thousands of components in their disassembly
tree. Finally, the locations and capacities of facilities can be adjusted over
a planning horizon which gives rise to a multi-period CLSC network design
problem in order to reflect the dynamic behavior of demand and return ratio
over time.
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