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1 Introduction

The exploration and production operations of the petroleum industry are supported by a complex logistics system. Technological investments are essential for improving processes in the oil industry, thus, companies are looking for methods to increase their efficiency taking into account costs minimization and ensuring a high service level. Here we focus on the transportation of deck cargo to offshore units, for which high-quality transportation is critical to ensure the efficient and timely flow of products, helping reduce the total logistics cost.

Specifically, this work deals with maritime cargo transportation in the Campos Basin, one of the most important operations for the offshore exploration and production activities of oil in Brazil. According to the Brazilian National Agency of Petroleum, Natural Gas, and Biofuels (ANP), in May 2017, the production of oil in Brazil totaled 2.653 million barrels per day (bbl/d). The volume represents a growth of 4.5% in comparison with the previous month and of 6.7% compared to the same month in 2016 [1]. Oil production is expected to reach 5.2 million bbl/d in 2026, doubling the value registered in 2016 [12]. Indicators of a good service policy involve the reduction of travel costs and visits to maritime units (MUs), taking into account the total travel time and opening hours constraints of certain MUs.

Two of the main characteristics of the problem are the opening hours and the time between visits (cycle time) that must be respected in order to serve the MUs twice a week distributing its cargo demand uniformly among visits. Thus, given a port schedule for the vessels, it is necessary to build routes for which the supply sequence considers the MUs operating only during the day or night, in a way that the interval between visits does not exceed a time limit. Due to administrative strategies to facilitate vessel scheduling, the company seeks to keep the same MUs for two subsequent trips of a vessel. However, it is important to ensure that the vessel leaves the port following a given schedule and arrives at an installation which is opened or offers the lowest waiting time. Moreover, the cycle time in each MU should not be too long or too short in accordance with a weekly planning.

According to Kaiser & Snyder [20], “the study of the logistics of the upstream offshore oil and gas industry has been diverse, but not theoretically unified or well-developed”. These studies deal with topics such as operational research applied to offshore logistics systems, information management, outsourcing, and others. In fact, although many have gained an empirical understanding of this issue, academic knowledge is still in its early
stages. The existing approaches to route supply vessels in order to serve offshore units can be classified into several categories: involving pickup and delivery, heterogeneous fleet, multiple products, stochastic, demand and travel time priority of some cargo, multiple trips, weather issues, and restrictions such as the vessel deck area and time limits. In addition some problems can be directly related to the routing of supply vessels, to the number of berths at the port [23] and to offshore air transport [19].

Vessel routing and scheduling problems are different from those of other transportation modes because they operate under different conditions and require decision support models that fit the specific problem characteristics [5]. In general, as is done in problems with opening hours constraints [9 32], it is necessary to add the complexity of opening hours resulting from the fact that some customers impose delivery deadlines and earliest-delivery-time constraints. Thus, in addition to the total travel distance, the objective must include a penalty for waiting when a vessel arrives too early at a customer location.

The work plan for cyclic maritime routing is similar to that of periodic vehicle routing problem (PVRP), including other complicating constraints related to the port scheduling, opening hours and time penalties. Hence, no existing algorithm can be trivially adapted to solve the problem at hand. The PVRP is a generalization of the vehicle routing problem (VRP) in which vehicle routes are constructed for a period of time and was introduced by Beltrami & Bodin [2] for assigning hoist compactor trucks in municipal waste collection and has evolved into a significant body of work with several variants and applications arising in recent years [14]. They propose heuristics to solve the problem, but do not formally formulate or define it; however, they do include a good exposition of the difficulty of the PVRP, as compared to the standard VRP. A formal definition of the PVRP is provided by Russell & Igo [27] and they examine the difficulties of choosing a schedule for each node together with solving the routing problem, and consider a mixed integer problem, imposing constraints on the vehicle capacity as well as the maximum duration of the routes.

The first formulation of the PVRP is presented by Christofides & Beasley [6] and define it as the problem of designing a set of routes for each day of a given planning period to meet the required customer visit frequency. The integer programming formulation uses decision variables for the routing of a given vehicle on a given day and for the assignment of customers to schedules. Francis et al. [13] develop an exact solution method based on the Lagrangian relaxation of an integer programming formulation of the PVRP and solve a tactical version, and Mourgaya & Vanderbeck [22] solve a version in which visit schedules and customer assignment to vehicles are solved simultaneously. But when it
comes to real-life, most of the studies rely on heuristics or metaheuristics algorithms. There are different kinds of heuristic methods to solve the PVRP. Similar methods to that of Beltrami & Bodin [2] working in two phases, are commonly found in heuristics for this problem [27, 15, 33]. Metaheuristic methods for this problem include those of Chao et al. [3], Cordeau et al. [10] and Drummond et al. [11].

One heuristic that can be applied to a large class of difficult optimization problems is the adaptive large neighborhood search (ALNS) [24]. The ALNS framework is based on the large neighborhood search (LNS) algorithm presented by Shaw [29], in which a number of competing sub-heuristics are chosen in order to modify the current solution. An algorithm is chosen to destroy the current solution at each iteration, followed by another one to repair the partial solution. Finally, if the new solution satisfies some criteria defined by the local search framework it is accepted. ALNS can be based on any local search framework as simulated annealing, tabu search and guided local search, for example. Several problems related to vehicle routing have been solved through ALNS obtaining positive results [24, 8, 18, 26].

However, there are few studies on offshore logistics systems treating the PVRP, as observed by Halvorsen-Weare et al. [17] and Shyshou et al. [30]. Shyshou et al. [30] present an LNS heuristic for the periodic supply vessel planning problem and fleet composition problem. Halvorsen-Weare et al. [17] develop a voyage-based solution method that consists of two phases: the first one generates candidate voyages the vessels may perform and while the second solves the voyage-based model.

In this paper we describe, model and solve the operations involving the transportation of deck cargo to the offshore units defining the routes to support MUs. The great difficulty of solving this PVRP is to serve the customers taking into account availability of service, travel time limit, cycle time to serve them twice in a week, and flexible departure times at the port. We consider real-life large-scale instances, containing up to 61 installations, in contrast to others in the literature who solved the problem with up to 31 installations [30]. In order to solve it efficiently, we propose an ALNS heuristic capable of providing high-quality solutions within short computational time.

The remainder of this paper is organized as follows. In Section 2 we provide a formal description of the problem, followed by a mathematical formulation in Section 3. Our heuristic is introduced in Section 4 where we describe an initial solution procedure and many operators specifically designed to solve the problem at hand. The details of extensive computational experiments are described in Section 5. Our conclusions follow in Section...
2 Problem description

Maritime exploration and production operations are supported by a complex logistics system and service, called maritime support. This system consists of ports, airports, warehouses, helicopters and uses several specialized vessels to transport cargo for MUs. The logistics system to support the exploration and production operations is primarily cargo transport for maritime units and return cargo, storage of materials and equipment at the port, and people transportation.

The costs of shipping operation and the value of oil production are very high, especially the rent of the drillships that have an average daily rate of US$500,000 [31]. Thus, it is necessary to avoid disruption of these activities due to delays in cargo transportation. This highlights the importance of planning for minimizing costs of these operations. In the case of our industrial partner, the offshore basins located in the southeast of Brazil are Santos, Espírito Santo, and Campos as shown in Figure 1. The Campos basin represents about 80% of the Brazilian production of oil and gas being mainly served by the port of Macaé, which is the main port for maritime support in Brazil dealing with more than 50% of deck cargo flow, located 180 km north of Rio de Janeiro [21].

![Figure 1: Map of the southeast of Brazil, including the port configuration to support the logistics activities (Adapted from Leite [21])](image)

The main customers are production units, drilling rigs and special vessels. While production units have a fixed location, drilling rigs, and special vessels have variable location
depending on wells where they meet at a certain time. The vessels used are platform supply vessels (PSVs), specialized in support of drilling or production platforms. Their main function is to transport supplies to platforms and usually return with loads to the coast.

The problem lies in determining the schedules for the routes. In this setting, a route is a group of customers that must be served in two trips over a planning horizon, typically a week, with each trip starting and ending at the supply depot. The demands of installations are given in $m^2$ of deck capacity and they are calculated dividing their weekly demand by the number of visits. The total capacity is limited to the maximum deck area available for the homogeneous fleet. There are also backloads that need to be transported from the offshore installations to the onshore supply depot.

Docking and loading times are also given. Operations at the port and at MUs are computed in terms of lift units, describing the number of crane movements required to move cargo from and to vessels. Moreover, offshore facilities operate based on opening hours, when they are available to be served by the vessels, and a port schedule must be respected as well.

Due to administrative strategies to facilitate the vessel scheduling, the company must assign the same MUs in both trips of a vessel. However, the time between weekly visits to each MU, refereed to as cycle time should not be too long or too short.

In order to avoid major changes in routine operation, in general, drilling and production units are routed in separate groups. The production units are separated into the operational units of Campos (UB) and Rio de Janeiro (UR), while drilling units are routed separately. Data obtained from our partner includes demands, service time and opening hours, routes currently performed by the company, current clusters of maritime units, the location of units, and port scheduling.

### 3 Mathematical model

This section presents the mathematical model, that is defined on a graph $G = (\mathcal{V}, \mathcal{A})$ where $\mathcal{V}$ is the node set and $\mathcal{A}$ corresponds to the set of arcs. The node set $\mathcal{V}$ is defined as $\mathcal{V} = \{0\} \cup \mathcal{C} \cup \mathcal{S}$, where node 0 represents the port and set $\mathcal{C} = \mathcal{P} \cup \mathcal{B}$ represents the maritime units, that are artificially duplicated and partitioned into two sets: $\mathcal{P} = \{$units visited at the first travel$\}$ and $\mathcal{B} = \{$the same units served at the second travel$\}$. We also define $\mathcal{T} \subseteq \mathcal{C}$ as the set of units having opening hours constraints, in such a way that
\[ T = \mathcal{D} \cup \mathcal{N}, \text{ where } \mathcal{D} = \{ \text{the set of units to be served in daytime} \} \text{ and } \mathcal{N} = \{ \text{the set of units to be served in night time} \}. \]

Finally, in order to allow different departure times from the port 0, we create a set \( \mathcal{S} \) of auxiliary nodes, such that \( \mathcal{S} = \mathcal{S}^1 \cup \mathcal{S}^2 \), where \( \mathcal{S}^1 \) contains the nodes corresponding to the first travels and \( \mathcal{S}^2 \) contains the nodes corresponding to the second travels. The arc set \( \mathcal{A} \) contains all pair of nodes \((i, j)\) such that \( i \neq j \), \( i, j \in \mathcal{V} \), and for each arc \((i, j)\) non-negative travel distances \( d_{ij} \) and travel times \( t_{ij} \) are known.

The problem is defined over a finite time horizon, typically a week, on the set \( J \) of days. Each unit \( i \in \mathcal{C} \) has associated: a service time \( s_i \), lifts \( z_i \), demand \( k_i \), and backload \( \rho_i \). Additionally, to each unit \( i \in \mathcal{T} \) is related an opening hours interval \([a_d^i, b_d^i]\) for \( d \in J \).

A vessel needs to leave the port 0 at the scheduled departure time \( \lambda_d^0 \) for \( d \in J \) and is allowed to arrive at the unit before its time window opens, but it has to wait until the start of the time window for the service to begin. During a week, each unit must be visited twice, then we consider that a cycle time between first and second visit needs to lie in the range \([n_{\min}, n_{\max}]\). \( R \) is a maximum travel time, \( H \) represents the maximum berthing time, \( \alpha \) and \( \beta \) are coefficients of the regression used to determine berthing time, and \( M \) is a big number. The maximum capacity of the vessels is denoted \( \delta \). Finally, \( \mu \) is a weight used in the objective function to balance its second term according to the magnitude of the sum of the distances.

Seven types of variables are used in the mathematical model: \( x_{ij}, i, j \in \mathcal{V} \) is a binary variable taking value one if the arc between nodes \( i \) and \( j \) is used, zero otherwise; \( y_d^i, i \in \mathcal{T}, d \in J \) is a binary variable which is one if customer \( i \) is served on period \( d \), zero otherwise; \( f_{ij} \) and \( g_{ij} \) are non-negative real variables representing, respectively, demand and lifts flows passing through arc \((i, j)\) for \( i \in \mathcal{V} \) and \( j \in \mathcal{C} \cup \mathcal{S} \); the waiting times are represented by \( w_1^i \) for \( i \in \mathcal{D} \) and they are added to the objective function whenever the range is violated; and finally, \( h_1^i \) and \( h_2^i \) are non-negative real variables that indicate the arrival times at node \( i \in \mathcal{C} \cup \mathcal{S} \) considering the port departure times and setting them to zero in order to obtain the total travel time, respectively. The mathematical model is stated as follows:

\[
\min \sum_{i \in \mathcal{V}} \sum_{j \in \mathcal{V}} d_{ij} x_{ij} + \mu \sum_{i \in \mathcal{T}} w_1^i \tag{1}
\]

s.t.

\[
\sum_{j \in \mathcal{C}} x_{ij} = 1 \quad i \in \mathcal{C} \cup \mathcal{S} \tag{2}
\]
\[
\sum_{i \in C} x_{ij} = 1 \quad j \in C \cup S \quad (3)
\]
\[
x_{ij} = 0 \quad i \in C, j \in S \quad (4)
\]
\[
x_{ij} = 0 \quad i \in P, j \in B \quad (5)
\]
\[
\sum_{j \in S} x_{0j} = \sum_{i \in C} x_{i0}
\]
\[
f_{ij} \leq \delta x_{ij} \quad i, j \in V \quad (7)
\]
\[
g_{ij} \leq M x_{ij} \quad i, j \in V \quad (8)
\]
\[
f_{ij} \leq (\delta - \rho_j) x_{ij} \quad i \in S, j \in C \quad (9)
\]
\[
\sum_{i \in V} f_{ij} - \sum_{i \in V} f_{ji} = k_j \quad j \in C \quad (10)
\]
\[
\sum_{i \in V} g_{ij} - \sum_{i \in V} g_{ji} = z_j \quad j \in C \quad (11)
\]
\[
f_{ui} = f_{0j} \quad i = j, i \in S^1, j \in S^2 \quad (12)
\]
\[
g_{ui} = g_{0j}
\]
\[
h_i^1 + w_i^1 + s_i + t_{ij} - M(1 - x_{ij}) \leq h_j^1 \quad i \in C \quad (14)
\]
\[
h_i^2 + w_i^1 + s_i + t_{ij} - M(1 - x_{ij}) \leq h_j^2 \quad i \in C \quad (15)
\]
\[
h_j^2 + s_j + t_{j0} - M(1 - x_{j0}) \leq R \quad j \in C \quad (16)
\]
\[
\alpha(g_{0i}) + \beta \leq H \quad i \in S \quad (17)
\]
\[
\sum_{d \in J} y_i^d = 1 \quad i \in D \quad (18)
\]
\[
\sum_{d \in J} y_i^d = 1
\]
\[
h_i^1 = \lambda_i^d \quad i \in S, d \in J \quad (20)
\]
\[
h_i^2 = 0 \quad i \in S \quad (21)
\]
\[
n_{\text{min}} \leq h_i^1 - h_i^2 \leq n_{\text{max}}
\]
\[
a_i^d y_i^d \leq h_i^1 \quad i \in T, d \in J \quad (23)
\]
\[
h_i^1 + s_i \leq b_i^d y_i^d + M(1 - y_i^d) \quad i \in T, d \in J \quad (24)
\]
\[
w_i^1 = 0 \quad i \notin T \quad (25)
\]
\[
x_{ij}, y_i^d \in \{0, 1\}
\]
\[
h_i^1, h_i^2, f_{ij}, g_{ij}, w_i^1 \geq 0
\]

The first term of the objective function (1) minimizes the sum of the traveled distances, while the second minimizes the weighted sum of the waiting times.

Assignment constraints (2) and (3) ensure that there is only one incoming and one outgoing arc for each customer. Constraints (4) guarantee that artificial departure nodes are attended first. Constraints (5) assure that there are only arcs between customers from the same travel. Constraint (6) establishes that the number of arcs leaving and entering
the port must be the same. Constraints (7) and (8) define upper bounds for the demands and lifts flows, respectively. Constraints (9) ensure free space on the vessels for their first backloads. Constraints (10) and (11) define the demand and lift flow for each customer, respectively. Constraints (12) and (13) link pairs of port departure times for first and second travels through the demands and lifts flows representing the same customer in each travel. Constraints (14) and (15) define the relation between arrival times from a customer and its successor respecting the port departure times on the auxiliary nodes and setting them to zero, respectively, including the waiting times when they are necessary to respect the opening hours. Constraints (16) guarantee that the routes have a maximum travel time from the port departure time set to zero to the return of the vessel to port. Constraints (17) limit the berthing time in order to avoid delays in port schedule. The choice of a day of the week to serve daytime and night-time customers are ensured by constraints (18) and (19), respectively. Constraints (20) and (21) assure that the arrival time to the auxiliary nodes should be equal to the beginning of time window given by the port schedule and setting to zero, respectively. Constraints (22) guarantee that the cycle time between first and second travels must lie within a given interval. Constraints (23) and (24) ensure that the service must be realized within day or night operation period. Constraints (14), (16) and (24) were linearized by introducing a sufficiently large number $M$. Constraints (25) define null waiting times for that nodes not belonging to the set of units having opening hours constraints. Finally, constraints (26) and (27) enforce the domain of the variables.

4 Adaptive large neighborhood search heuristic

Due to the large size of the instances, the techniques to obtain an exact optimal solution of the complete problem in a timely manner are not efficient. In the other words, the mixed integer linear programming (MILP) modeling for the PRVP is very difficult to solve over real data. Therefore, according to Christiansen et al. [4] the search for the solution of more realistic problems are facilitated by the development of fast optimization algorithms and the use of heuristic methods and/or metaheuristic replacing or associated with exact algorithms able to reach to the near optimal solution in less time consuming and computational effort.

The proposed heuristic was introduced by Ropke & Pisinger [26] and extends the LNS heuristic of Shaw [29]. The LNS heuristic has been applied to the PVRP in specific supply vessel problems [30] and has achieved positive results. Usually, LNS algorithms
are built on neighborhood moves that make small changes to the current solution. These methods are able to investigate numerous solutions in a short time, but when applied to very constrained problems can have difficulties in moving from one promising area of the solution space to another [26].

ALNS is a local search framework where a large collection of variables are modified in each iteration through some simple operators selected independently. The current solution is partially destroyed and then repaired using destroy and repair operators chosen randomly and the new solution is accepted if it satisfies some predefined criteria. Alternatively, we can see this adaptive heuristic as a sequence of fix and optimize operations where a number of variables are fixed at their current value and the optimize operation seeks to find a near-optimal solution that respects the fixed variables and after all variables are unlocked again. This is an interesting point of view to problems that the destroy and repair operations do not seem intuitive [24].

ALNS has already been adapted to several transportation problems including node routing [26], arc routing [28], cumulative capacitated VRP [25] and inventory-routing [7]. This heuristic can be based on different criteria such as, e.g., simulated annealing, tabu search, guided local search and a simple acceptance criteria would be to accept all improving solutions. In this project, we use an acceptance criterion based on simulated annealing.

A roulette wheel mechanism controls the choice of operators with a probability that depends on their past performance. To each operator $i$ are associate a score $\lambda_i$ and a weight $w_i$. Then, operator $j$ is selected with probability $w_j / \sum_{i=1}^{h} w_i$, $h$ being the number of operators. The weights are computed according to the performance operator during a segment of iteration $\varphi$. The score of the selected operator is increased at each iteration by $\lambda_1$ if the operator finds a new best solution, by $\lambda_2$ if it finds a solution better than the incumbent, and by $\lambda_3$ if the solution is not better but still accepted. After $\varphi$ iterations, finally considering the scores obtained in the last segment the weights are updated. Then, the scores are reset to zero at the end of each segment.

Formally, let $z(s)$ be the solution cost and $\tau > 0$ be the current temperature. Then, given a current solution $s$, a neighbor incumbent solution $s'$ is always accepted if $z(s') < z(s)$, and is accepted with probability $e^{-(z(s')-z(s))/\tau}$ otherwise. The temperature starts at $\tau_0$ and is decreased by a cooling rate factor $\gamma$ at each iteration, where $0 < \gamma < 1$. 


4.1 Initial solution

The algorithm is initialized with a solution obtained through the sweep algorithm based in Gillett & Miller [16]. As the problem is Euclidean, the locations of customers can be represented by their polar coordinates \((\theta_i, \rho_i)\) with origin at the port. The vertices are numbered in increasing order of the angle between the line linking the vertex to a reference point (port). After that, the customers are chosen in ascending order of their angles. The implementation takes place as follows: we first choose a vessel not used, then assign MUs to the vessel from an MU not yet routed with the smallest angle given that its capacity and total travel time are not exceeded. We then repeat the process until all customers have been routed.

4.2 Destroy operators

After finding an initial solution we remove and insert customers using the destroy and repair operators. The number of customers that are removed in a route is chosen randomly bonded by \([1, n]\) where \(n\) is a random number following a semi-triangular distribution with a negative slope. There is a major transformation of the solution when \(n\) is large, however, it is necessary choosing more often a small number \(n\). Due to a high number of combinations, if \(n\) and the total number of customers are large, the computational time will be large as well. We now list the destroy operator we have developed.

1. Randomly remove \(n\) customers: this simple removal heuristic removes randomly the \(n\) customers from the first and second trips in the current solution. The main characteristic of this operator is diversifying the search when it is stuck in a local minimum.

2. Remove \(n\) customers with the largest distance saving: this operator identifies which customer represents the largest total distance saved by the vessel and it is removed. The process continues until all \(n\) selected customers are removed. This heuristic aims to save computational time when it calculates only a part of the objective function.

3. Remove \(n\) customers with the largest time saving: this operator removes the customers that represent the largest time saving when they are not considered in the solution. The time variables are the waiting that is minimized in the objective function.
4. **Remove n customers with the smallest total cost:** this operator removes the customer that represents the lowest value of the objective function when they are not considered in the solution. Hence, it takes more computational time to solve the problem because it considers all the time variables and total distance.

### 4.3 Repair operators

After using destroy operators, the same number of customers removed from the solution must be reinserted following a repair operator. It is important to emphasize that each customer is inserted into different positions but at the same route of both first and second travels. The feasibility criteria are maximum vessel capacity, total travel and berthing times. The list of repair operators follows:

1. **Randomly insert customers:** the customers previously removed, are now reinserted in random routes and positions, ensuring feasibility. Similar to the random removal operator, its function is to diversify the search.

2. **Best insertion:** this operator evaluates each customer and inserts the one with smallest increase to the objective function. This process is repeated until all removed customers have been inserted.

3. **Regret-2:** the regret heuristic chooses the insertion with the biggest regret if it is not done immediately. This operator tries to improve the solution by incorporating a kind of look ahead information when selecting the request to insert. The regret value is the difference in the cost of inserting the request in its best route and its second best route. This operator is time consuming but it performs a more through search.

### 4.4 Parameters settings and pseudocode

In our implementation we have used the following parameters settings. The starting and ending temperature are, respectively, $\tau_0 = 30000$ and $\tau_{\text{final}} = 0.01$. The cooling rate $\gamma = (0.01/\tau_0)^{1/i_{\text{max}}}$, where $i_{\text{max}}$ is the maximum number of iterations, is a function of the desired number of iterations, adjusting according to the probability that the ALNS mechanism accepts worse solutions. The stopping criterion is satisfied when $i_{\text{max}}$ iterations have been performed.
In order to assign a random variability process when the ALNS heuristic gets stuck in a local optimum, a reheating is activated if the number of non improving solutions \( i_{\text{noimprove}} \) reaches \( r \). According to our performed tests, this limit is set to \( r = 1000 \) iterations. As shown by Pisinger & Ropke \[24\], it is not needed to remove a large number of customers in the removal phase; then the parameter of maximum number of clients removed is \( n = 5 \).

In our implementation, the maximum number of iterations \( i_{\text{max}} \) was set to 30000 for instances with fewer than 25 clients, 15000 for instances with fewer than 45 clients and 8000 for instances with up to 60 clients. The segment length is \( \varphi = 100 \) and the reaction factor \( \eta \) was set to 0.7, thus defining the new weights by 70% of the performance on the last segment and 30% of last weight value. The scores are updated with \( \lambda_1 = 10 \), \( \lambda_2 = 5 \) and \( \lambda_3 = 2 \). Algorithm 1 shows the pseudocode of ALNS heuristic.

**Algorithm 1 ALNS Heuristic**

1. Initialize: set all weights equal to 1 and all scores equal to zero.
   \[ s_{\text{best}} \leftarrow s \leftarrow \text{initial solution}, \tau \leftarrow \tau_0. \]
2. while \( i < i_{\text{max}} \) do
3. \( s' \leftarrow s; \)
   Apply a destroy and a repair operator to \( s' \) and update the number of times they are used.
4. if \( z(s') < z(s) \) then
5. \( s \leftarrow s' \);
6. \( i_{\text{noimprove}} \leftarrow 0 \)
7. if \( z(s) < z(s_{\text{best}}) \) then
8. \( s_{\text{best}} \leftarrow s; \)
   update the score for the used operators with \( \lambda_1 \);
9. else
10. update the score for the used operators with \( \lambda_2 \);
11. end if
12. else
13. if \( s' \) is accepted by simulated annealing criterion then
14. \( s \leftarrow s' \);
   update the score for used the operators with \( \lambda_3 \);
15. \( i_{\text{noimprove}} \leftarrow i_{\text{noimprove}} + 1; \)
16. end if
17. end if
18. if iteration count is a multiple of \( \varphi \) then
19. update weights of all operators and reset their scores.
20. end if
21. \( \tau \leftarrow \varphi \tau \);
22. \( i \leftarrow i + 1; \)
23. if \( i_{\text{noimprove}} \geq r \) then
24. \( \tau = \tau_0; \)
25. \( i_{\text{noimprove}} \leftarrow 0; \)
26. end if
27. end while
28. return \( s_{\text{best}} \);
5 Computational experiments

In this section we present the results of detailed computational experiments carried out to access the performance of our algorithm on instances provided by our industrial partner. The company currently employs a solution method based on a heuristic clustering followed by exact method. Our algorithm is coded in C++ and run on computers equipped with Intel Xeon 5450 processors running at 3.0 GHz with up to 32Gb of RAM with the Scientific Linux 3.13 operating system.

In Section 5.1 we describe the instances and benchmark received from the company, followed by the description of detailed computational results in Section 5.2 and by a sensitivity analysis in Section 5.3.

5.1 Instances

The datasets obtained from the company are divided into two classes: UR (MUs from Rio de Janeiro) and UC (MUs from Campos). This division between UR and UC is administrative and it is used to cluster old and new oil platforms; we propose treating all customers at the same time while obtaining good results in a short computing time. We have then created larger instances by combining these two datasets, referred to as UR + UC.

The size of these instances varies over time following several factors such as the need for more maintenance or if MUs are not operational for a period of time. In general, UR has 18 to 21 MUs, UC has 40 to 42 MUs and the combined instance has 59 to 61 MUs. There are two customers with service constraints during the day and one during the night. The maximum capacity considered is 600 m$^2$. The length of a period (day and night) lasts 12 hours. The instances are named taking into account the kind of cluster and the year in which they were programmed.

Since there is an integration between port and routing scheduling the company opted to develop a heuristic with three steps: a clustering heuristic to divide problem into smaller ones, an exact method to solve the VRP with capacity and travel time constraints on each cluster and finally, given a port scheduling, rebuilding the sequence of routes containing customers with opening hours and cycle time constraints using an exact method again. Therefore, the company solution is very limited and spends a lot of time to solve each instance in a sequential fashion.
5.2 Computational results

We have implemented the model presented in Section 3 using a state of the art commercial solver. After running it for two hours on each instance, the solver was not capable of finding a feasible solution, and the lower bounds were consistently low and far from the solution obtained by the company.

We start the presentation of our results by comparing the solution obtained by the company alongside our solution for the clustered problem. In Table 1 we show the clustered instances followed by the number of MUs considered and the cost of the solution employed by the company. Next to that we show the solution cost of our ALNS algorithm (best and average over 10 runs), the average computational time and the percentage improvement over the company solution. We note that the solution obtained by the company takes about one hour of computing time, compared to no more than 10 minutes for our algorithm. Moreover, our method consistently outperforms that of the company, obtaining improvements of over 11%.

<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th>Company solution</th>
<th>ALNS</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Best</td>
<td>Avg</td>
<td>Time (s)</td>
<td>Improv (%)</td>
</tr>
<tr>
<td>UR−1</td>
<td>21</td>
<td>3259.37</td>
<td></td>
<td>3248.24</td>
<td>3248.89</td>
<td>535</td>
<td>0.34</td>
</tr>
<tr>
<td>UR−2</td>
<td>18</td>
<td>2523.77</td>
<td></td>
<td>2521.92</td>
<td>2522.20</td>
<td>405</td>
<td>0.07</td>
</tr>
<tr>
<td>UR−3</td>
<td>18</td>
<td>3215.72</td>
<td></td>
<td>3183.01</td>
<td>3183.32</td>
<td>520</td>
<td>1.02</td>
</tr>
<tr>
<td>UR−4</td>
<td>19</td>
<td>3325.74</td>
<td></td>
<td>3290.19</td>
<td>3300.45</td>
<td>450</td>
<td>1.07</td>
</tr>
<tr>
<td>UC−1</td>
<td>40</td>
<td>4840.87</td>
<td></td>
<td>4305.5</td>
<td>4405.97</td>
<td>520</td>
<td>11.06</td>
</tr>
<tr>
<td>UC−2</td>
<td>41</td>
<td>4773.37</td>
<td></td>
<td>4300.74</td>
<td>4367.50</td>
<td>560</td>
<td>9.90</td>
</tr>
<tr>
<td>UC−3</td>
<td>42</td>
<td>5478.4</td>
<td></td>
<td>4870.21</td>
<td>5150.51</td>
<td>535</td>
<td>11.10</td>
</tr>
<tr>
<td>UC−4</td>
<td>40</td>
<td>5380.18</td>
<td></td>
<td>5035.43</td>
<td>5303.65</td>
<td>460</td>
<td>6.41</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>4099.67</td>
<td>3844.40</td>
<td>3935.31</td>
<td>498</td>
<td>5.12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of results, % improvement and computational times for instances UR and UC

When all MUs are considered together, the solution of the company is simply to combine both individual solutions. In Table 2 we show how we have handled the instances of class UR+UC. The table shows the instance name followed by the number of MUs, the solution of the company and the sum of our individual solutions. We then show our integrated solution considering all MUs (best and average), followed by the running time and improvement over the solution of the company.

It is obvious that our clustered solutions were already better than those of the company, but our integrated solutions can find synergies and improvements when scheduling and routing the vessels, further improving the solutions for this difficult and big problem.
<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th>Compay solutions</th>
<th>ALNS sum of clustered solutions</th>
<th>ALNS</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ALNS Best</td>
<td>ALNS Avg</td>
<td>ALNS Time (s)</td>
<td>ALNS Improv (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UR + UC – 1</td>
<td>61</td>
<td>8100.24</td>
<td>7553.74</td>
<td>7331.46</td>
<td>7493.45</td>
<td>650</td>
<td>9.19</td>
<td></td>
</tr>
<tr>
<td>UR + UC – 2</td>
<td>59</td>
<td>7297.14</td>
<td>6822.66</td>
<td>6750.35</td>
<td>6863.95</td>
<td>586</td>
<td>6.84</td>
<td></td>
</tr>
<tr>
<td>UR + UC – 3</td>
<td>60</td>
<td>8694.12</td>
<td>8053.22</td>
<td>7909.53</td>
<td>8043.66</td>
<td>572</td>
<td>9.02</td>
<td></td>
</tr>
<tr>
<td>UR + UC – 4</td>
<td>59</td>
<td>8705.92</td>
<td>8325.62</td>
<td>8197.28</td>
<td>8384.20</td>
<td>485</td>
<td>5.85</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>8179.85</td>
<td>7688.81</td>
<td>7547.15</td>
<td>7696.31</td>
<td>573.25</td>
<td>7.72</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Summary of results, % improvement and computational times for instances UR+UC

In Figure 2 we depict the evolution of the solution cost with respect to the number of iterations, and we observe that after about 1,000 iterations our algorithm yielded a solution better than that of the company. This solution was still significantly improved in the later phases of our metaheuristic.

![Figure 2: Best solutions: company vs ALNS for the instance UR + UC – 2](image)

Additionally, as shown in Table 3, our solutions sometimes require fewer vessels than those of the company. This is extremely important since these vessels can cost several million dollars, and being able to perform the required service with fewer of vessels can save the company a significant amount of money, or allow the company to grow and expand its operations without huge fixed investments on new vessels. Moreover, this result shows that the company should reconsider its administrative decision to cluster the MUs as they are now.
<table>
<thead>
<tr>
<th>Instance</th>
<th># of vessels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$UR - 1$</td>
<td>4</td>
</tr>
<tr>
<td>$UR - 2$</td>
<td>3</td>
</tr>
<tr>
<td>$UR - 3$</td>
<td>4</td>
</tr>
<tr>
<td>$UR - 4$</td>
<td>4</td>
</tr>
<tr>
<td>$UC - 1$</td>
<td>7</td>
</tr>
<tr>
<td>$UC - 2$</td>
<td>7</td>
</tr>
<tr>
<td>$UC - 3$</td>
<td>9</td>
</tr>
<tr>
<td>$UC - 4$</td>
<td>8</td>
</tr>
<tr>
<td>$UR + UC - 1$</td>
<td>11</td>
</tr>
<tr>
<td>$UR + UC - 2$</td>
<td>10</td>
</tr>
<tr>
<td>$UR + UC - 3$</td>
<td>13</td>
</tr>
<tr>
<td>$UR + UC - 4$</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 3: Comparative of number of voyages per instance

### 5.3 Sensitive analyses

In this section we evaluate the stability and performance of the algorithm with respect to some of its parameters. We start by presenting an analysis using the coefficient of variation, which represents the ratio of the standard deviation to the mean and is computed as $Dev = \frac{\text{Standard deviation}}{\text{Mean}}$, applying the heuristic ten times for each instance. The results are presented in Table 4 and it can be considered with a low-variance.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Dev(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$UR - 1$</td>
<td>0.01</td>
</tr>
<tr>
<td>$UR - 2$</td>
<td>0.03</td>
</tr>
<tr>
<td>$UR - 3$</td>
<td>0.01</td>
</tr>
<tr>
<td>$UR - 4$</td>
<td>0.12</td>
</tr>
<tr>
<td>$UC - 1$</td>
<td>1.21</td>
</tr>
<tr>
<td>$UC - 2$</td>
<td>1.01</td>
</tr>
<tr>
<td>$UC - 3$</td>
<td>3.33</td>
</tr>
<tr>
<td>$UC - 4$</td>
<td>2.30</td>
</tr>
<tr>
<td>$UR + UC - 1$</td>
<td>1.23</td>
</tr>
<tr>
<td>$UR + UC - 2$</td>
<td>0.90</td>
</tr>
<tr>
<td>$UR + UC - 3$</td>
<td>1.05</td>
</tr>
<tr>
<td>$UR + UC - 4$</td>
<td>1.85</td>
</tr>
</tbody>
</table>

Table 4: Coefficient of variation

In order to apply a diversification and intensification of the search, we consider one reheating if the algorithm reaches $n$ iterations without improvement, thus the temperature is set to $\tau_0$ and the process is repeated. The graph of the Figure 3 clearly shows the efficiency of the reheating in small instances. After this procedure, the algorithm accepts
the worst solutions again, since the temperature is high, and finds other neighborhood generating new best solutions.

Finally, we depict a graphical representation of the routes along the coast of Brazil. In Figure 4a we show the routes of the company solution, and in Figure 4b the routes of our solution. It can be seen that the change in the shape of the solution is significant, once again reinforcing the idea that our solution improved not only the routing aspect of the problem but also its scheduling and clustering of MUs in each route.
6 Conclusion

We have solved a cyclic maritime routing problem with the objective of minimizing the distances and wait times. We have proposed a mixed-integer programing formulation but it did not obtain a feasible solution after two hours of computing time. We have then developed an ALNS algorithm with several operators specific to the problem at hand. Through computational experiments based on real-world instances, we have compared our ALNS against the solutions currently used by the company. All instances studied were significantly improved. We have reduced the average distance by 6.98% using only half the company execution time, and reduced the number of supply vessels used by creating a schedule with two fewer routes to some instances. Our computational results indicate that our heuristic clearly outperforms the solutions given by the heuristic solution currently in place, in terms of cost minimization, computational time, and size of the instances solved.
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