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Abstract. E-commerce with major online retailers is changing the way people consume. The goal of increasing delivery speed while remaining cost-effective poses significant new challenges for supply chains as they race to satisfy the growing and fast-changing demand. In this paper, we consider a warehouse with a Robotic Mobile Fulfillment System (RMFS), in which a fleet of robots stores and retrieves shelves of items and brings them to human pickers. To adapt to changing demand, uncertainty, and differentiated service (e.g., prime vs. regular), one can dynamically modify the storage allocation of a shelf. The objective is to define a dynamic storage policy to minimise the average cycle time used by the robots to full requests. We propose formulating this system as a Partially Observable Markov Decision Process, and using a Deep Q-learning agent from Reinforcement Learning, to learn an efficient real-time storage policy that leverages repeated experiences and insightful forecasts using simulations. Additionally, we develop a rollout strategy to enhance our method by leveraging more information available at a given time step. Using simulations to compare our method to traditional storage rules used in the industry showed preliminary results up to 14% better in terms of travelling times.
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1. Introduction

1.1. Warehousing in e-commerce

Warehousing occupies a central role in a supply chain. According to Gu et al. (2007), the primary purposes of a warehouse are to act as a buffer to adapt to the variability of the production flow; to consolidate products; and to add marginal value such as pricing, labelling or customisation.

The recent and massive development of e-commerce introduces great challenges in the Business to Customer segment. E-commerce involves enormous volumes of orders, and online sales keep growing in number: in 2016, e-commerce sales grew by 23.7%, accounting for 8.7% of the total market (Boysen et al., 2019b). These orders consist, on average, of very few items: the same authors mention that the average number of items per order at Amazon is only 1.6. E-commerce also faces great demand uncertainty, with fast-changing demand trends, and the need to satisfy orders quickly (Yaman et al., 2012; Boysen et al., 2019b,a). Amazon, for instance, offers customers Prime, a differentiated service that used to offer delivery within two days and is now, under certain conditions, promising same-day delivery. Moreover, with easily accessible alternatives available to customers, online retailers face high competitive pressure, and the link between logistics performance and customer loyalty is much stronger compared to other industries (Ramanathan, 2010).

Parts-to-picker Automated Storage and Retrieval Systems (AS/RS), with the typical single, aisle-captive crane retrieving bins from a static rack, have been used for several decades and have proven their superior operational efficiency compared to manual systems, at the cost of an essential initial investment (Roodbergen & Vis, 2009). However, some limitations of AS/RS become apparent when facing new challenges posed by the rise of e-commerce: cranes are sensitive points of failure; expandability is complicated and expensive; batching and zoning require consolidation and a delay-sensitive dependency between operators; and a single crane per aisle can only perform so many cycles. According to Davarzani & Norrman (2015), “adaptation is urgent” to keep up with the growing demand.

1.2. Robotic Mobile Fulfillment System

Kiva Systems created the first RMFS in 2006, this company was later bought by Amazon and re-branded Amazon Robotics in 2012 (Wurman et al., 2008; Azadeh et al., 2017; Boysen et al., 2019a). However, RMFSs, also referred to as rack-moving mobile robot based warehouses, or Kiva warehouses, are not limited to Amazon warehouses. Other companies have developed their own systems: for instance, Alibaba’s Zhu Que robots, the Quicktron robots (Huawei), the Open Shuttlles by Knapp, CarryPick by Swisslog, Butler by GreyOrange, the Locus Robotics system and others (Kirks et al., 2012; Boysen et al., 2019a).

This new type of automated warehouse involves a large fleet of small robots that move freely around the storage area to retrieve shelves full of items and bring them to operators for picking (possibly after waiting in a queue) before returning to a storage location. Interestingly, when a robot is loaded, it must travel along the aisles, but when unloaded, it can pass under stored shelves to take shortcuts. This type of operations is equivalent to a mini-load with dual-command cycles system with a fleet of non-aisle-captive robots (Roodbergen & Vis, 2009). For a more detailed description of an RMFS
and its advantages compared to traditional systems, the interested reader is referred to the following references: Wurman et al. (2008); D’Andrea & Wurman (2008); Enright & Wurman (2011); and Azadeh et al. (2017).

Rimélélé et al. (2020) present a mathematical modelling framework that formalises optimisation opportunities in an RMFS. Because e-commerce promises fast delivery of small orders, the fulfilment of requests follows what can be called an order streaming logic (Banker, 2018), which “drops orders [...] to the floor as soon as they are received”. Because of this specificity, the option of batching requests is minimal, and the system needs to account for uncertainty and adapt online to newly revealed orders. Among the operational decisions, the real-time storage allocation problem can leverage the great storage flexibility of the system. When a robot leaves a picking station, it does not need to store the shelf in its initial location but can choose any free location. This allows for the real-time adaptation of the storage layout in response to the demand, thereby minimising the travelling time of the robots, which translates into increasing an upper bound of the throughput.

1.3. Contributions and paper structure

This work focuses on a specific operational control aspect of a Robotic Mobile Fulfillment System for e-commerce, namely the problem of learning an effective dynamic storage policy. When a robot is available at an operator’s station, a decision must be made in real-time about which storage location to use to minimise the average cycle time of the robots. To make such a decision, one can use information about the next request to process, statistical insights about the demand, and other input regarding the current state of the warehouse’s layout. This information at a given time step defines a state’s representation in an environment that we approximate as a partially observable Markov decision process (POMDP). We propose the application of a variant of a Q-learning agent (Watkins, 1989; Hessel et al., 2018; Mnih et al., 2015), a Reinforcement Learning (RL) algorithm, to learn an efficient dynamic storage policy that aims at minimising the average cycle time. More precisely, we implement a Differential Double Q-learning agent with experience relays to minimise the average travelling time of the robots. Inspired by Class-based storage policies, the decision on where to return a shelf is made based on a discretisation of the storage area into zones. A discrete event simulator is used to evaluate the performance of our method compared to baselines on different levels of skewed demand distributions. To further improve the performance of our method, we propose an extension using a rollout strategy over a fixed horizon of already-revealed requests. This strategy is also applicable to the baseline methods from the literature.

The presentation of our proposed approach is organised as follows. Section 2 first formalises the optimisation problem of dynamically allocating storage locations to shelves, then presents a literature review related to storage policies in automated warehouses and operational control applications specific to RMFS. Section 3 presents our methodology, with a discretisation of the storage area into zones, the system representation as a POMDP, and the reinforcement learning variant of a Q-learning agent used to learn an efficient storage policy, as well as the rollout strategy to further improve performance. Section 4 explains how we generated data in our simulations and shows results obtained by our method compared with baselines from the literature. Finally, Section 5 summarises the obtained results and discusses future research avenues.
2. Problem definition and literature

2.1. Decision-making framework

In this section, we present the storage allocation decision-making framework, as well as the relevant literature on the topic.

For the case of an e-commerce Amazon-type warehouse, a modelling of operational decisions is proposed by Rimé et al. (2020), with a stochastic dynamic optimisation formulation. In this formulation, an incoming request corresponds to a single item type and consolidation of orders, if any, is assumed to take place in the downstream sections of the warehouse. Orders are revealed online and are considered available for fulfilment as soon as they arrive, with no batching. An event corresponds to a robot being available for a task. The tasks of a robot correspond to a sequence of dual-command (DC) cycles for which the total time can be decomposed into: (i) storage access time; (ii) interleaving (or transition) time to retrieval location; (iii) retrieval time; and (iv) waiting time at the picking station’s queue (see arcs on the left side of Figure 1). To create those cycles, storage and retrieval decisions must be made. After the picking operation, the robot is available at the picking station, and it has to perform a storage task, which consists in selecting an available location for storage. When the shelf has been stored, the robot needs to perform a retrieval task, which consists in choosing which order to fulfil next, from which shelf, and which picking station. Besides those two typical tasks, we also consider an opportunistic task, a task that can only occur in a particular situation where a requested item is stored on a shelf currently being carried by the robot. In this case, the robot can go directly to the back of the waiting line at the operator, without passing by the storage area (right side of Figure 1).

In this work, we focus on optimising storage decisions only. It is assumed that an external system provides the sequence of orders and the decisions on which shelf and picking station to use. To be more precise, this system simply considers orders already revealed and yet to be fulfilled and dynamically sequences them by increasing deadlines, as an emergency rule. If an order requires a shelf carried by another robot, this order is temporarily skipped to be processed by that other robot as an opportunistic task. Also, opportunistic tasks are performed as often as possible. The objective is to minimise the

![Figure 1: Dual-command cycle (left) and opportunistic task (right)]
average travelling time, which is directly related to the maximal throughput capacity of
the warehouse (Park, 2012). We make other simplification assumptions similar to the
ones enumerated in the simulation study in Rimélé et al. (2020). We consider one picking
station only, an item is associated with exactly one shelf in the considered storage area,
replenishment is explicitly ignored even if some orders could correspond to replenishment
tasks, travelling and processing times are deterministic and, finally, congestion of robots
in the aisles is ignored.

2.2. Storage policies

Commonly used and studied storage policies for AS/RS are Random storage policy or
policies based on the container’s turnover rate. The former gives a container an equal
probability to occupy any available location. While this method is space-efficient and easy
to implement in practice, it can obviously result in poor accessibility and low productivity
during operations. The latter method is typically expressed as a full-turnover-based
storage assignment or a class-based storage assignment. A full-turnover-based assignment
locates the most-requested containers closest to the Input/Output (I/O) point; however,
a practical concern appears when new containers enter and leave the system, or when
the turnover rates change. In Class-based storage, storage locations are clustered into a
given number of classes based on their proximity to the I/O point (see left side of Figure
2). Then, a container is assigned to a zone based on its turnover rate; its storage within
this zone is random. While this method benefits from both Random storage and full-
turnover-based assignments, it requires the definition of the number of classes and their
dimensions. Numerous analytical and simulation studies such as Hausman et al. (1976),
Graves et al. (1977), Schwarz et al. (1978), Bozer & White (1984), and Gagliardi et al.
(2012) show that Class-based storage assignment demonstrates the best performance and
practicality. However, while those applications generally apply to both single and dual-
command cycles system, it seems they have been more driven by the former. In another
simulation study, van den Berg & Gademann (2000) find out that for dual-command
cycles, selecting the storage location that minimises the cumulative distance from the
I/O point to the storage location, plus the distance from the storage location to the
following retrieval location, gives the best average completion time. This decision rule is
often referred to as the Shortest Leg storage policy.

2.3. RMFS-related work

Some recent work focuses more specifically on RMFS, either on storage decisions or
closely related topics like performance measures and others. Lamballais et al. (2017) use
queueing network models to analytically estimate maximum order throughput, average
cycle times, and robot utilisation. Using these models allows one to quickly evaluate
different layouts or robot zoning strategies. Among their results, they show the good
accuracy of their models compared to simulations. They also show that the throughput
is quite insensitive to the length-to-width ratio of the storage area, but is more strongly
affected by the location of the picking stations. Also using queueing network models,
Roy et al. (2019) study the effect of dedicating robots exclusively to either retrieval tasks
or replenishment tasks, or a combination of both. They find that the latter reduces the
picking time by up to one third, but increases the replenishment time up to three times.
They also study the allocation to multiple classes and conclude that allocating robots to
least congested classes results in a similar performance as a dedicated zone policy.
Boysen et al. (2017) study the problem of synchronising the processing of orders at a picking station with the visits of the shelves carried by robots. By considering a given set of orders, and a capacity to process orders simultaneously, their objective is to minimise the number of visits of shelves to the picking station. They propose a MIP model, a decomposition approach, and different heuristics and show that they can halve the robot fleet size.

Regarding storage allocation, Weidinger et al. (2018) define a Rack Assignment Problem, which assigns each stopover (return of a rack) of a given set (batching) to an open storage location. They consider the time at which each rack visits the picking station to be known. They propose a MIP model as a special case of an interval scheduling problem, with the surrogate objective of minimising the total loaded distance. The model formalises the fact that two stopovers can occupy the same storage location only if their storage intervals cannot overlap. They do not consider robots individually, but instead they expect that a robot will always be available for the task. They propose solving their model using an Adaptive Large Matheuristic Search (ALMS), and compare their results with other storage policies, such as those presented in Section 2.2. On their surrogate objective, ALMS demonstrates good performance, outperforming the other policies on the total travel time (unloaded robots are considered to travel twice as fast as loaded ones). Similar to the finding of van den Berg & Gademann (2000), the authors note the very good performance of the Shortest Leg policy; compared to their method, it only increases the travel distance by 3.49% and the size of the robot fleet by 2.17%, without batching.

Yuan et al. (2018) propose a fluid model to assess the performance of velocity-based storage policies in terms of travelling time to store and retrieve shelves. They find that when the items are stowed randomly within a shelf, a 2-class or 3-class storage policy reduces the travelling time between 6 to 12%. This theoretical result is validated by simulation. Additionally, they find that if items are stowed together based on their velocity, the travelling distances considered can be reduced by up to 40%.

In situations when batching or zoning requires consolidation, different options can be considered. Boysen et al. (2019b) consider a manual consolidation with put walls (sorting shelves). They propose a MIP to optimise the release sequence of bins from intermediate storage so that orders are quickly sorted on the put wall and idle times of operators are minimised. In a case where the intermediate storage uses an AS/RS that serves the consolidation area with a conveyor belt, Boysen et al. (2018) propose a MIP model for the minimum order spread sequencing problem, which consists in minimising the number of conveyor segments between the first and last occurrence of an order.

Merschformann et al. (2019) use a discrete event simulator presented in Merschformann et al. (2018), which considers most, if not all, of the operational decisions occurring in an RMFS. They test a multitude of combinations of decision rules concerning, for instance, the assignment to a picking or replenishment station, the robot selection, storage allocation, etc. They observe significant performance differences between distinct combinations, as well as strong cross-dependencies between some decision rules, suggesting there may be some benefit to exploring integrated approaches.
3. Methodology

This section presents our method for solving the dynamic storage allocation problem in an RMFS. We first define the notion of zones that we use in our storage policy. Then, we explain the representation of the system as a POMDP and the features extraction. In Section 3.3, we describe the variant of Q-learning, a Reinforcement Learning agent, that we use. Section 3.4 presents implementation details essential to the success of the method. Finally, Section 3.5 describes a look-ahead rollout strategy to enhance our storage policy, by making better-informed decisions using already-revealed orders.

3.1. Storage zones definition

In this work, inspired by Class-based storage policies from the literature, we propose optimising a policy that will allocate shelves to classes instead of exact locations. Contrary to the standard Class-based storage assignment presented in Section 2.2, the online assignment to a class is not only made based on the turnover rate of the shelf to store, but also on a set of diverse features. Since we are interested in minimising dual-command cycle completion times, as opposed to the access to storage or retrieval time alone (like in single command cycles), the interleaving time between a storage location and the next retrieval location is essential. With the usual definition of classes distributed with an increasing distance from the picking station, such as in Figure 2 (left), the access and retrieval times depend directly on the assigned class, but the interleaving time is quite random. For instance, in the ideal case where we store and retrieve shelves from the same storage class 2, we see that the cycle can either be very good (if the two locations are adjacent), or very bad if the locations are at the two extremities. To better account for the importance of interleaving time, we propose another definition of classes, which we now call zones as represented in Figure 2 (right). These zones are now clustered into regular shapes such that locations within the same zone are close to each other and such that the zones are distributed in an increasing distance from the picking station. With this new zone definition, a storage and a retrieval from the same zone would entail a short interleaving time and, thus, a good cycle. Note that the selection of the exact storage location within a zone is arbitrarily made by choosing the open location closest to the picking station.

3.2. System representation

Rimél et al. (2020) model the storage and retrieval operations in an AS/RS as a Markov Decision Process (MDP), which gives a full representation of the warehouse,
including all of the revealed orders, as a state of the system when an event occurs (cor-
responding to the need for a storage decision here). Instead of giving such a complete 
representation of the current state of the warehouse, we propose a Partially Observable 
MDP (POMDP), where only some characteristics of the real state are used as state rep-
resentation. In the traditional Class-based storage policy, for instance, the representation 
of the state is simply the turnover rate of the shelf to store, and based on this information 
the robot knows which class to assign it to.

We decided to represent a state with some more characteristics (features), given 
below:

- Average turnover rate of the shelf to store
- Relative rank of the shelf’s turnover rate
- Zone of the next retrieval task (one-hot encoding, one feature per zone)
- Occupation levels of each zone (one feature per zone)
- For each zone, the number of robots that are currently moving toward the zone to 
  retrieve a shelf

An extra feature is used to encode whether the next task is an opportunistic one (the 
shelf is not stored but is already being carried by the robot). In total, if \( n \) denotes the 
number of zones, there are \( 3n + 3 \) scalars in the features vector.

The intuitive idea is that there must be a balance between greedily minimising the 
immediate cycle time, similar to the Shortest Leg storage policy, and minimising the 
future access time, similar to a turnover-based storage policy as presented in Section 2.2. 
The objective is to learn a policy that, based on the above set of features, will aim at 
minimising the average cycle time.

3.3. Reinforcement learning method

We propose using a Reinforcement Learning (RL) method to learn an efficient stor-
age policy. The field of RL offers a diversity of methods to solve decision problems 
whose objectives are defined recursively by a Bellman equation, introduced in dynamic 
programming (DP). Compared to traditional DP methods that require complete informa-
tion about the model and probability distributions, RL methods can learn from repeated 
experiences, even in large state and action space, when using function approximations. 
As presented by Sutton & Barto (2018), in RL the decision-maker, or agent, interacts 
with its environment. At every time step \( t \), and based on the current representation 
of the state \( S_t \), the agent selects an action \( A_t \), which impacts the environment and re-
ceives from it a reward \( R_{t+1} \) and a new state representation \( S_{t+1} \). Based on repeated 
experiences, the goal of the agent is to learn a policy that maximises the onward cu-
nulative sum of rewards. Note that the agent is not necessarily given the complete 
state characteristics; it can only be given a partial representation through a POMDP. 
The state representation defined in Section 3.2 is the partially observable state given 
to the agent in our approach. In value-based RL, given a policy \( \pi \), the agent learns 
the State-Action value function \( Q_\pi(s,a) = E[R_{t+1} + R_{t+2} + \ldots | S_0 = s, A_0 = a, \pi] \) that rep-
resents the expected (possibly discounted) cumulative reward at state \( s \) if action \( a \) is 
taken, if policy \( \pi \) is followed afterwards. The optimal value function \( Q^* \) is such that
\[ Q^*(s, a) = \max_{\pi} Q_\pi(s, a) \] for all state and action pairs, and obtaining a decision policy from a value function simply consists in acting greedily with regard to action values : \[ A^*(s) = \arg \max_a Q_\pi(s, a). \]

In Q-learning (Watkins, 1989), the value function is iteratively updated by sampling based on the Bellman equation: \[ Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha [R + \gamma \max_a Q(S_{t+1}, a) - Q(S_t, A_t)], \] so the update uses the received reward and the current estimate of the next state value (bootstrap) as its target. Importantly, for convergence to optimality, the Q-learning agent needs to correctly learn the values of its actions (exploitation) while trying new actions, possibly more promising (exploration). This trade-off is central to any RL method, and here we will consider an \( \epsilon \)-greedy selection rule for this purpose (\( \epsilon \) % of the time, the greedy action is selected, otherwise a random action is taken).

Even if our state space has a small number of dimensions and the number of actions is also small, calculating the value function individually for every state-action pair with a tabular method would be out of reach considering the exponential number of combinations. Instead, Deep Q-learning uses a neural network (NN) as a function approximator that takes the state features as inputs and outputs the estimated values for each possible action (Mnih et al., 2015). Using function approximators allows to escape the curse of dimensionality by leveraging information about similar states and by generalising to unseen state-action pairs using only a limited number of parameters. Let us denote by \( \mathbf{w}_t \) the current parameters, weights, of the neural network function approximator and by \( Q(s, a, \mathbf{w}_t) \) the value of state \( s \) - action \( a \) estimated by this neural network. Because a neural network is differentiable, we can minimise the square loss error between the current estimate value and the target by taking a step in the opposite direction of the value function’s gradient: \[ \mathbf{w}_{t+1} \leftarrow \mathbf{w}_t + \alpha [R_{t+1} + \gamma \max_a Q(S_{t+1}, a, \mathbf{w}_t) - Q(S_t, A_t, \mathbf{w}_t)] \nabla Q(S_t, A_t, \mathbf{w}_t). \]

In the case of an infinite time horizon system, such as ours where retrieval tasks never end, rewards cannot simply be accumulated because the state values would never converge but rather would diverge to infinity. The most common solution is to apply a discount factor \( \gamma \) in the Bellman equations, such that for a given policy \( \pi \) we have: \[ Q_\pi(s) = \mathbb{E}_\pi [R_{t+1} + \gamma Q_\pi(S_{t+1}) \mid S_t = s], \] with \( 0 < \gamma < 1 \). The justification for using a discount factor is first for the mathematical convenience of convergence of the cumulative finite rewards. Also, in some systems, a discount factor can represent an economical discount rate, or at least the idea that rewards received now are worth more than they would be later. Yet in our case, no incentive should be given for early performance since operations throughout the day have equal importance and no termination occurs. An alternative to discounted rewards is what is called differential returns or average rewards (Sutton & Barto, 2018). Introduced in Dynamic Programming (Bertsekas, 1976) and later in Reinforcement Learning (R-Learning in Watkins (1989)), the idea is to optimise the average sum of reward \( \lim_{n \to \infty} \frac{\sum_{t=1}^n R_t}{n} \) by considering return values equal to \( R_t - \bar{R} \), with \( \bar{R} \) the average reward of policy \( \pi \). This setting has the interesting property of having the sum of returns converging (to 0) while maximising the average reward in the process. When action \( A_t \) of policy \( \pi \) is taken, the state-action value update rule becomes \[ Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha [R - \bar{R} + \max_a Q(S_{t+1}, a) - Q(S_t, A_t)]. \]

Q-learning is known to suffer from an overestimation of actions’ values. Two main reasons explain this phenomenon. First, in its update mechanism, the maximum value of the next state-action pair is used as an approximation for the maximum expected value. Second, both the action selection and value estimation come from the same maximum
operator that suffers from estimation errors, and thus favours overestimated values. To answer this problem, van Hasselt (2010) proposes a Double Q-learning method in the tabular case, which was later extended to Deep Q-learning in van Hasselt et al. (2016). For Deep Q-learning, the general idea is to separate the action selection from the value estimation using two neural networks, the online NN and the target NN. The authors demonstrate that this approach eliminates the positive bias on the action values and results, in general, in better performance. The online NN is updated as before, but the target NN is not. Instead, it receives a copy of the weights of the online NN every $K$ iterations.

Algorithm 1 combines the different elements presented above into one agent, denoted as Double Differential Deep Q-Learning. Step 1 initialises a starting state, the average reward (arbitrarily set, for instance, to 0) and the weights of both the online and target neural networks, equal to each other. For every iteration, Step 3 selects an action, greedily or not, takes it, and observes the reward and the next state. Step 4 calculates the target value for state $S_t$ - action $A_t$ pair. Step 5 does the gradient descent to update the online network. If the action selected $A_t$ was greedy with respect to the online network, Steps 6 to 8 update the average reward $\bar{R}$. Finally, every $K$ iterations, the target network receives a copy of the online network weights (Steps 9 to 11).

**Algorithm 1 Double Differential Deep Q-Learning**

1: initialise state $S_0, R, w_t = w_t$
2: for $t = 0$ to $\infty$ do
3: take action $A_t$ ($\epsilon$-greedy wrt $Q(S_t, .., w_t)$), observe $R_{t+1}, S_{t+1}$
4: $Y_t \leftarrow R_{t+1} - \bar{R} + Q(S_{t+1}, \arg\max_a Q(S_{t+1}, a, w_t), w_t)$
5: $w_{t+1} \leftarrow w_t + \alpha [Y_t - Q(S_t, A_t, w_t)] \nabla Q(S_t, A_t, w_t)$
6: if $A_t = \arg\max_a Q(S_t, a, w_t)$ then
7: $\bar{R} \leftarrow \bar{R} + \beta [Y_t - Q(S_t, A_t, w_t)]$
8: end if
9: if $t \mod K = 0$ then
10: $w_{t+1} \leftarrow w_t$
11: end if
12: end for

### 3.4. Implementation details

In our experiments, we use a fully connected feed-forward neural network as a function approximator. While the neural network has one output per storage zone, which represents the expected cumulative cycle times onwards (relative to the average cycle time), if the storage zone is selected, some zones may not be selected if they are currently full. For this reason, when we select an action based on its value out of the neural network, we first need to filter out full zones.

Another point worth mentioning deals with backpropagation when an opportunistic task is performed. Such a task is enforced when possible, which occurs when the next retrieval zone is not a zone but the picking station (encoded in the features extraction). Even though the agent does not require any action to be taken, it is essential to backpropagate the observed reward in the neural network for all of the actions. The reason for that is bootstrapping. If a non-opportunistic task transitions to a state that will enforce
an opportunistic task, the state-action value update in Q-learning uses the observed cycle
time as well as the estimated value of the future state, which, in this case, requires an
opportunistic task. The neural network must then be accurate for such a state and learn
that the values of all the storage zones are to be equal to the value of an opportunistic
task.

As in Mnih et al. (2015), we use experience replay. It consists in storing simulation
experiences \((vector\, S_t, A_t, R_{t+1}, S_{t+1})\) into a fixed size replay memory. Instead of training
after each observed experience, we wait for some iterations before sampling a batch of
experiences from the replay memory and then train the neural networks with mini-
batches. This batch training affords more training stability, allows the reuse of past
experiences, and speeds up the training step.

Finally, to make better use of available information, particularly requests that are
already revealed at a given time step, we propose an extension to using only Q-values. A
look-ahead rollout strategy is proposed. We present this method in Section 3.5 and the
results of our Q-learning application with and without rollouts is presented in Section 4.

3.5. Look-ahead rollout strategy

Monte Carlo Tree Search (MCTS) methods are exploration techniques to improve
policies, based on previous work on Monte Carlo methods. Coulom (2007) first describes
a tree search method applied to games. Several variants have been adapted for numerous
applications, such as the famous AlphaGo Zero from Silver et al. (2017). The general idea
behind MCTS is to explore the action space by simulations following a tree structure,
over the promising areas of the tree.

For the RMFS real-time storage assignment, the objective of a look-ahead search
is twofold. First, as in other applications, it helps the agent take better actions by
exploring numerous possible scenarios. Second, and more specific to our application, the
look-ahead can leverage information that is already revealed but not necessarily given in
the state representation. This is the case of future orders. So far, in Section 3.2, only
information about the next order the robot needs to retrieve is included in the state
features. However, at a given time step, while not all future orders have been revealed,
some have. The look-ahead can then use only those already-revealed orders (even if the
real future sequence will differ) to take a better informed first action.

Figure 3 illustrates this point. The orders \(o_i\) are sorted according to the sequence in
which they will actually be processed, but at time \(t_0\) only the green orders \(\{o_1, o_2, o_4, o_5\}\)
are known. The orange orders \(\{o_3, o_6, o_8\}\) will be revealed later at time \(t_1 > t_0\), for
instance by the time order \(o_2\) will have been processed. In this case, order \(o_3\) is be
inserted before \(o_4\), for priority reasons. In this case, even if new orders will later be
inserted into the list, at time \(t_0\) only requests \(\{o_1, o_2, o_4, o_5\}\) are used in the rollout, the
only exceptions being potential other green requests not depicted on Figure 3.

Bertsekas (2019) presents different approaches for MCTS implementation. One of
these approaches is a single-step look-ahead with truncated rollout and cost approxi-
mation. Figure 4 presents the implementation of this type of rollout adapted to our
problem. At first, all feasible actions at a given state \(S_0\) (time \(t_0\)) are considered and
their values \(V(S_0, A_t)\) and visit counts \(n_{A_i}\) are set to 0. At each iteration, an action is
randomly selected (action \(A_1\) in Figure 4) and a simulation of \(h\) (horizon) consecutive
storage tasks is run. This finite simulation uses orders revealed by time \(t_0\). The action
selection in the simulation uses the agent’s current policy. The sum of reward along the simulation is computed, and the value of the last state \( S_h \) is, by bootstrapping, set as the Q-value of the agent. Then, the value of the selected action is updated to its experienced average, and the visit counter is incremented. The process is repeated for a given number of iterations, and finally, the action presenting the best (min) value is selected. Note that in our specific usage of this look-ahead rollout strategy, each feasible action needs to be selected only once. Indeed, both the policy and the transitions within the rollout are deterministic because of the Q-learning agent’s policy and because we do not simulate unknown future orders.

4. Simulation study

In this section, we present a simulation study comparing our proposed methods to typical storage policies found in the literature. We start by defining the framework of the study, before presenting our results.
4.1. Parameters

Kiva and Amazon have claimed travel speeds up to 3 to 4 miles per hour; however, to account for turns and congestion, we assume that the robots travel at a constant speed of 1.4 miles per hour (about 0.6 m/s). In our experiments, we assume an average picking time by the human operators of 8 sec and a loading and unloading time by the robots of 3 sec. Our study considers a relatively small storage area, with 36 storage locations (6 zones of size 2 by 3 shelves) for 34 shelves, 5 automated robots and one picking station.

Incoming orders in warehousing systems are typically skewed, with a small percentage of the items representing the vast majority of the orders and the others qualified as slow movers. Hausman et al. (1976) propose modelling such a demand distribution with the definition of an ABC curve: \( G(x) = x^s \) for \( 0 < s \leq 1 \), which represents the proportion of cumulative demand (%) of the first \( x \%) of the shelves. The smaller the skewness parameter \( s \), the more skewed the demand distribution. We follow this suggestion by associating with every item type \( i \) (equivalent to the corresponding shelf), at every discretised period, a Poisson distribution of average \( \lambda_i = \left( \left( \frac{1}{m} \right)^s - \left( \frac{1}{m+1} \right)^s \right) \times \frac{n}{N} \), where \( m \) is the number of item types, \( n \) the total number of orders in the time horizon, and \( N \) the number of discretised periods. Then, for every generated order \( k \), a completion time \( \delta_k \) is randomly drawn from a uniform distribution of interval \([1; \alpha \times T]\) where \( \alpha \) defines the tightness of the completion times. Note that in the case where a drawn demand for a given item type is greater than one, the resulting orders are automatically grouped, corresponding to an opportunistic task of type 2 in Rimélé et al. (2020). The values used here are: \( m = 34 \), \( n = 30000 \), \( N = 1440 \) (corresponding to discretised periods every 1 min) for a time horizon of 24h, and \( \alpha = 0.4 \). The values of the skewness parameters will be varied to study their impact on the different storage policies.

After some trial and error, we set the parameter values for the RL agent as follows. Each training phase is conducted over 10000 episodes, corresponding to 24h of simulated incoming orders. Each of these training episodes uses its own generated instance of demand, while the comparisons between the baselines and the test of the RL policy are made on another shared instance. The exploration rate \( \epsilon \) is kept constant at 0.1.
The neural networks are created using the Keras library. We use the mean square error loss function and the Adam optimiser for gradient descent. Both neural networks are feed-forward, fully connected with 3 inner layers of 32 neurons each and ReLU activation functions. The output layer presents one neuron per zone of storage (6), and these neurons are linearly activated. The learning rate is set to 0.00025, the replay memory has a capacity of 1000, and batch training is performed every 100 iterations. This batch consists of 256 experiences sampled from the replay memory, and they are fitted to the model in mini-batches of 64. The target network’s weights are updated every 500 iterations.

4.2. Results

This section presents results obtained by the proposed approach and the standard baselines. First, experiments were run using the method presented in Section 3.3 on different instances corresponding to different values of demand skewness parameter $s$. Then, the rollout strategy presented in Section 3.5 was applied on both the Q-learning agent and the best-performing baseline, and gains that can be obtained by using additional available information were observed. The three baselines tested were the following: Random storage policy, Class-based and Shortest Leg.

The Class-based storage policy uses the concentric classes definition, depicted in Figure 2 (left) and conventionally described in the literature. Since our method allocates shelves to zones instead of exact locations, the Shortest Leg storage policy is implemented similarly. When a storage task needs to be performed and the location of the next retrieval is known, the exact potential location within each zone can be identified because of the arbitrary choice of selecting the location closest to the picking station. Knowing the candidate location from each zone (if any), the leg distance can be computed as being the distance from the picking station to the storage location plus the distance from the storage location to the next retrieval. The selected zone corresponds to the smallest leg value. This policy results in greedily minimising the immediate cycle times.

Table 1 presents the average travelling times, $t(s)$, obtained from the three baselines and the RL agent, without rollouts, for several skewness parameter values ranging from $s = 0.4$ (very skewed) to $s = 1$ (flat distribution). For each storage policy, the corresponding performance gain, $g(\%)$, compared to the Random storage policy is also computed; this represents the percentage decrease in travelling time. As expected, the performance of the Class-based policy increases when the skewness parameter value $s$ decreases. In concordance with the literature, we observe the good performance of the Shortest Leg policy, which remains rather constant, between 10 and 11% of improvement, depending on the skewness parameter values. In fact, it is only surpassed once by the Class-based policy for the most skewed distribution $s = 0.4$, but it offers the net advantage of being independent of the distribution pattern. The Q-learning agent consistently performs better than the baselines, between 3.21% and 4.83% of additional gain compared to the baselines relative to Random storage. Similar to the SL policy, its performance remains rather independent of the skewness of the distribution. Figure 6 presents a typical training curve, here for parameter $s = 0.6$. The x axis shows the number of training episodes ranging from 0 to 10000 and y corresponds to the relative gain in travelling time compared to the Random storage policy. The horizontal dashed lines in the graph represent the performance of the three baseline policies. The test policy curve represents the performance of the RL policy in training, which is tested every
Table 1: Average travelling times $t(s)$ and performance gains $g(\%)$ depending on distribution skewness parameter value $s$ - without rollouts

<table>
<thead>
<tr>
<th>Storage policy</th>
<th>Random</th>
<th>Class-based</th>
<th>SL</th>
<th>Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t(s)$</td>
<td>$g(%)$</td>
<td>$t(s)$</td>
<td>$g(%)$</td>
</tr>
<tr>
<td>$s=0.4$</td>
<td>37.97</td>
<td>-</td>
<td>33.61</td>
<td>11.48</td>
</tr>
<tr>
<td>$s=0.5$</td>
<td>38.62</td>
<td>-</td>
<td>34.18</td>
<td>11.48</td>
</tr>
<tr>
<td>$s=0.6$</td>
<td>38.69</td>
<td>-</td>
<td>34.79</td>
<td>10.09</td>
</tr>
<tr>
<td>$s=0.7$</td>
<td>38.73</td>
<td>-</td>
<td>34.70</td>
<td>10.39</td>
</tr>
<tr>
<td>$s=0.8$</td>
<td>38.94</td>
<td>-</td>
<td>34.76</td>
<td>10.73</td>
</tr>
<tr>
<td>$s=0.9$</td>
<td>38.98</td>
<td>-</td>
<td>34.53</td>
<td>11.42</td>
</tr>
<tr>
<td>$s=1.0$</td>
<td>39.06</td>
<td>-</td>
<td>34.76</td>
<td>11.01</td>
</tr>
</tbody>
</table>

Table 1: Average travelling times $t(s)$ and performance gains $g(\%)$ depending on distribution skewness parameter value $s$ - without rollouts

Figure 6: Typical instance of a training curve (here for $s=0.6$)

100 training episodes. With our training settings, we notice the non-linear evolution of the test policy curve until it reaches some plateau value around 5000 episodes.

Over a second phase, we retained the overall best performing-baseline (SL) and our Q-learning agent to enhance them using the look-ahead rollout strategy presented in Section 3.5. Again, we tested the resulting policies on different skewness parameter $s$ values, but we also considered different horizon values $h$, which define how far ahead the rollout is run. The only difference in the application of the rollout strategy to the SL baseline compared to the Q-learning agent is the absence of a Q-value at the last step of the rollout. In this case, the SL policy is run over the next $h$ already-revealed orders, and the average of the resulting cycle times is computed, for each first feasible action. Table 2 presents the obtained results in terms of performance gains (%) compared to Random storage.

First, we notice that for all parameter values, the performance is significantly improved. We can see that for both policies, the performance varies depending on the horizon of the rollout that is considered. As a general statement, it appears that horizon values 20 and 30 give the best results, with some exceptions. The fact that the performance...
increases with the horizon value before decreasing again is not too surprising. While using revealed orders in the rollouts is beneficial to making better-informed decisions, the longer the rollout, the more likely it is that new, unknown orders will be later inserted between the orders considered in the rollout. When this phenomenon starts to occur too often, it deteriorates the insight of the rollout and results in worse policies. The values in bold in the table designate the best results for each parameter $s$ for both policies. For the SL storage policy, the application of the rollout strategy increases its performance gains between 5.26% ($s = 1.0$) and 7.11% ($s = 0.7$). For the Q-learning agent, the performance gains range between 2.78% ($s = 0.8$) and 4.54% ($s = 0.4$). It appears that using rollouts benefits strongly skewed distributions slightly more than less skewed ones, which is most likely explained by more opportunities associated with fast and slow-moving shelves. Also, the rollout strategy benefits the SL policy more so than the agent.

The differences in performance gains between the two policies with rollouts are now 2.29, 0.83, 1.47, 1.07, 1.55, 2.2 and 1.29% for increasing $s$ values. Using rollouts gives a policy insights about future behaviours by simulating possible trajectories. While the Q-learning agent still benefits from this insight, with the Bellman equation it is, by design, already taking into account future impacts of a decision. On the other hand, the SL policy acts perfectly greedily; it has more to gain by looking into possible future outcomes. While the combination of the Q-learning agent with rollouts still performs best with an average of 1.53% of performance gain compared to SL with rollouts, this assessment has interesting practical value because of the relative simplicity of implementation of SL with rollouts and its highly competitive performance. Finally, when comparing the results of the complete method with the best baseline commonly used from the literature (SL without rollouts), an average performance gain of 7.58% is found.

### 5. Conclusions

This work tackles the problem of dynamically allocating shelves to storage locations within a Robotic Mobile Fulfillment System. Because of the very nature of the e-commerce market, new orders need to be considered, if not fulfilled, as soon as they are revealed, which limits opportunities for batching. Typical methods from the literature correspond to decision rules which rely either on the distinct turnover rates of the containers or on minimising immediate cycles greedily. After making several assumptions about other operational decision rules in such warehouses, as well as the physical characteristics of the warehouse, we propose defining a storage policy using a POMDP.
and a Q-learning agent from Reinforcement Learning, to minimise the average travelling cycle time. This agent learns from repeated experiences which storage decision should be made based on a set of features representing the current state of the warehouse. Using zone-based storage allocation, we compared our method to decision rule baselines, including the Class-based storage policy and Shortest Leg storage policy. A performance gain between 3.5% and 5% higher than the best baseline relative to Random storage was observed. In a second phase, the objective was to leverage additional information regarding orders that are already revealed at a given time step. While new orders will later appear and be inserted between those revealed orders, the latter can still be used in a look-ahead rollout strategy applied at the decision-making step. This rollout simulates finite horizon trajectories using the storage policy at hand for action selection within the trajectory, as well as a Q-value estimation at the last step, acting as an estimation of future expected objective value. Such a rollout strategy has the benefit of being applicable to any storage policy, which allowed us to make fair comparisons between the Q-learning agent and the Shortest Leg policy, both using rollouts. After selecting the proper horizon length, using look-ahead rollouts increased the performance gains of the SL and Q-learning policies by about 6 and 4%, respectively. Even though the Q-learning with rollouts policy gave the best results, the higher positive impact of rollouts on the SL policy makes it an interesting contender, due to its relative simplicity of application. Comparing the policy obtained from Q-learning with rollouts to the best baseline, we observed an average performance gain of 7.5%, which, we think, demonstrates the potential for more research in this direction.

Future research may build on this work to extend it further. First, storage allocation could select exact open locations instead of using the notion of zones as described here. Instead of using single-step look-ahead rollouts, one could implement a complete Monte Carlo Tree Search algorithm to better explore action selection. The expensive computational cost of such an approach may limit online deployment but, coupled with a policy gradient agent instead of a Q-learning one, the tree search could be used extensively in the training phase only for fast future deployment. Another aspect worth looking into would be the waiting time of robots at the picking stations. In this work, we only consider the travelling time, which is a lower bound to the full cycle time. Aiming at minimising the travelling time along with implementing a distributed arrival of robots at the picking stations could result in higher throughput, but how to do that exactly appears to be quite challenging.
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