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1. Introduction

In recent years, many studies have presented algorithms that combine various methods to improve

the performance of metaheuristics, some originating from other optimization algorithms and others from

outside the field of metaheuristic. These approaches are referred to as hybrid metaheuristics. Choosing

an adequate combination of methods and algorithmic concepts can be a critical factor in achieving high-

quality performance when solving hard optimization problems. Developing an effective hybrid approach is

generally difficult, and the literature shows that it is nontrivial to generalize a particular hybrid algorithm.

An algorithm may work well for some problems but perform poorly for others.

Metaheuristics explore the search space by an iterative process, where they generate a large amount of

dynamic data. Some of the information is collected and used. For example, tabu search uses frequencies

and tabu information in its search process. However, we argue that metaheuristics do not fully exploit the

explicit knowledge discovered during the process to guide the space wisely and make the search process

more efficient. The main idea of this paper is to demonstrate that metaheuristics, and more specifically

tabu search, can behave more intelligently and efficiently by collecting and using the data generated

during the search process. We believe that more advanced techniques such as machine learning (ML) can

be utilized to extract valuable knowledge. This knowledge will guide and enhance search performance by

facilitating a better exploration of the search space and eventually finding solutions that are unattainable

without these learning algorithms, ultimately yielding better solutions for complex problems.

Machine learning techniques can help improve an algorithm in two ways [1]. During the search process in

metaheuristics, learning can be used to build approximations and to replace some heavy computations. The

learning methods can also explore the space of decision variables and improve any insufficient understanding

of some algorithmic decisions. The goal is therefore to extract knowledge from the behavior of the best-

performing variables.

Since tabu search (TS) has been successful in solving many hard optimization problems, we chose to

study the effects of learning methods on the performance of the tabu search algorithm. We are proposing a

novel learning tabu search algorithm using classification methods in the context of a physician scheduling

problem. To the best of our knowledge, there is no comprehensive study on integrating ML techniques into

TS to explore the search space. Most studies on learning metaheuristics evolve in the context of clustering

or intensification and diversification strategies. For example, [2] studied a clustering method that depends

on frequency-based memory applied to high-quality solutions. Instead, [3] studied a diversification-based

learning method.

Tabu search has also been hybridized with numerous methods, most commonly with evolutionary

algorithms. The hybridization can either be an evolutionary method that employs tabu search to generate
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improved solutions, or a tabu search method that benefits by evolutionary search as diversification or

intensification strategies. References [4]–[6] are examples of this evolutionary/tabu search hybridization.

Although there are a number of studies on improving the performance of TS, the literature lacks a

comprehensive study on how ML techniques can be integrated into TS to enhance its search procedure.

This paper provides an intensive study on the use of ML techniques in the design of TS, which does

not rely on a simple diversification/intensification strategy to improve the search procedure. We believe

this paper is beneficial for both academic and industry experts engaged in solving hard combinatorial

problems. Our proposed method is used to study a scheduling problem and results are compared with

those of [7]. Since the original tabu search presented in [7] proved to be very efficient and optimized under

deterministic conditions, this paper focuses on improving, by learning, the performance of the TS in a

stochastic environment.

The rest of the paper is organized as follows. In Section 2, we present the algorithm and review

the related studies. We present the baselines for the classification methods in Section 3 and explain the

proposed method in details. We describe the instance generation and present the results in Section 4 and

Section 5 provides concluding remarks.

2. Algorithm definition and related literature

This section provides a brief introduction to Tabu Search. This is followed by a literature review.

2.1. Algorithm definition - Tabu search

In a nutshell, tabu search [8] is an iterative procedure that starts from an initial solution x0 (possibly

infeasible). From each current solution x (x = x0 at the beginning of the procedure), it moves to a neighbor

solution x′. The neighborhood is defined by all solutions that can be reached from x ∈ X, where X is the

solution space, after applying a specific move. Let us denote this neighborhood by N(x). The next solution

x′ is the best non-tabu solution in the neighborhood N(x) (an exception is made if a move is tabu but it

improves upon the current best solution x∗, i.e., through the so-called aspiration criteria). The function

f(x) is defined to evaluate each solution. To prevent cycling, a tabu list (Tlist) containing attributes

of recently visited solutions (or attributes of moves) is maintained. The associated solutions cannot be

revisited for a specific number of iterations. Various strategies can be applied to search the neighborhood

solutions. The moves and strategies to search the solution space are the main ingredients of tabu search

methods. Hence, the adequate combination and sequence of them have a great impact on the quality of

the results. Tabu search is used in multiple applications and is adapted to handle uncertainty. This is

commonly done by considering several scenarios, typically generated using historical data or a probability
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distribution. Instead of moving to the best solution in the neighborhood (deterministic environment), the

best solution in average (stochastic environment) is preferred.

A näıve approach to choose a solution x′ is evaluating and analyzing all possibilities, which is be com-

putationally expensive. Instead, we can characterize the neighborhood using experiments. In particular,

the guiding principle of our investigation is that using a learning method can help us to find good solutions

faster. ML techniques allow us to extract knowledge from good solutions and use it to generate even better

solutions. This knowledge can be in the form of a set of rules or patterns [9].

2.2. Literature

The study of learning within metaheuristics has not been given the attention it deserves. Conversely,

leveraging machine learning techniques to solve combinatorial problems received a lot of attention recently.

More precisely, [10] and [11] demonstrated that employing machine learning during the search process

can improve the performance of heuristic algorithms. Studies that employ machine learning to enhance

heuristics have pursued the following objectives:

• Algorithm selection and analysis [12],

• Learning generative models of solutions [13],

• Learning evaluation functions [14],

• Understanding the search space [15], [16].

For instance, [14] described algorithms that improve the search performance by learning an evaluation

function that predicts the outcome of a local search algorithm from features of states visited during the

search. Other studies on learning evaluation functions are presented in [17], [18] and [19]. Along the

same subject, [20] is another example of a recent study on learning metaheuristics. This study proposed

a learning variable neighborhood search (LVNS) that identifies quality features simultaneously. This

information is then used to guide the search towards promising areas of the solution space. The LVNS

learning mechanism relies on a set of trails, where the algorithm measures the quality of the solutions.

Machine learning was also employed to prune the search space of large-scale optimization problems by

developing pre-processing techniques [21], [22]. Some other studies used ML-based methods to directly

predict a high-quality solution [23], [24]. Moreover, [25] and [26] provided a review of studies where

metaheuristic algorithms benefited from machine learning and the potential future work.

Building upon these previous studies, we propose a learning tabu search algorithm enhanced with

classification methods to guide the search through the solution space of hard combinatorial problems. We

observe that the emphasis on adaptive memory within tabu search represents the nature of its learning
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mechanism. However, most previous works focused on clustering [2] or intensification/diversification [3]

strategies. In metaheuristics, intensification and diversification strategies play important roles in the

quality of solutions. In a recent study, [27] presented a relaxation-adaptive memory programming algorithm

on a resource-constrained project scheduling problem. In that approach, primal-dual relationships help to

effectively explore the interplay between intensification, diversification, and learning (IDL). The algorithm

is designed to integrate the current most effective Lagrangian-based heuristic with a simple tabu search.

The authors aimed to present a study on the IDL relationship when dual information is added to the

search. In [28], the authors presented a learning tabu search algorithm for a truck allocation problem in

which they considered a trail system (in the ant colony optimization, a trail system is inspired from the

pheromone trails of ants to mark a path) for the combination of important characteristics. In this study,

a diversification mechanism is introduced to help visit new solution space regions. The authors proposed

diversifying the search by performing “good” moves that were not often performed in the previous cycles.

There are also numerous studies found in the literature on improving the performance of tabu search.

In particular, [29] emphasized selecting particular attributes of solutions and determining conditions that

help to find the prohibited moves, in order to produce high-quality solutions. Following that work, [30]

and [31] employed a balance among more commonly used attributes. The presented computational ex-

periments showed that considering these attributes can significantly outperform all other methods. These

outcomes underpin researchers’ ongoing strategy of identifying attributes that lead to more effective meth-

ods. However, to the best of our knowledge, our study in the favor of learning the characteristics of the

search space during the tabu search algorithm’s search procedure is a novel contribution to the literature.

We aim to use classification models to fill this gap. Our contribution centers on how ML helps to learn

the best neighborhoods to build or change a solution during the search process.

3. Learning tabu search algorithm

Before getting into the details of our proposed learning TS (L-TS), we first give a brief explanation of,

and the baselines for, our chosen classification methods, namely logistic regression (LR) and decision trees

(DT). Next, we present our L-TS followed by important characteristics of a case study that we chose in

order to evaluate L-TS performance.

3.1. The basics of LR and DT

In this paper, we study the impact of deploying logistic regression as a multinomial classification

method, and the decision trees learning method, to guide the tabu search. Here, we give a basic overview

of these methods, and define some terms used throughout the paper.
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The logistic regression model is one of the most important models that can be applied to analyze

categorical data, and the multinomial logistic regression model is a simple extension of the binomial one.

It uses predictive analysis to explain the relationship between one nominal dependent variable and one or

more independent variables.

In a binomial logistic regression model, let’s assume n denote the number of predictors for a binary

response Y by the features matrix X = (xij)n×d, where each column represents a feature and each row

represents an observation. The numerical value of xij denotes the measurement of a specific feature j

(j = 1, ..., d) in a specific observation i (i = 1, ..., n). Given a training dataset (xi, yi)
n

i=1, where xi =

(xi1, xi2, ..., xid) represents the vector feature values of the ith observation, and yi ∈ {0, 1} for i = 1, ..., n,

where yi = 1 if observation i is in class 1 and 0 if i is in class 2. In general, the aim is to classify the new

observation and identify the relevant features with high classification accuracy. Assume p(xi) represents

the probability for observation i when yi = 1, p(xi) = Pr(yi = 1|xi). Logistic regression determines this

probability by learning, from a training set, a vector of weights, w, and a bias term [32]. More precisely,

each weight wj is a real number, and is associated with feature j of observation i. The weight wj represents

how important that input feature is to the classification decision. The bias term b, also called the intercept,

is another real number that is added to the weighted inputs. Moreover, z in equation (1) expresses the

weighted sum of the evidence for the class, which can also be represented by the dot product notation in

(2):

zi =
d
∑

j=1

wjxij + b (1)

zi = w · xi + b (2)

To create a probability, we pass z through the sigmoid (logistic) function, σ(z),

yi = σ(zi) =
1

1 + e−zi
(3)

Now, we have an algorithm that, given an observation xi, can compute the probability P (yi = 1|xi).

Hence, we can classify observation xi based on:

ŷi =











1, if P (yi = 1|xi) > α

0, otherwise.

where α is a parameter (e.g., 0.5) and the vector w is learned by iteratively minimizing the classification

error over the observations in the training set.

Now, we turn to the decision tree, a supervised machine learning technique that develops a tree of deci-

sion paths from training data [33]. A decision tree is a predictive model and a mapping from observations
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of an event (training data) to conclusions about its target value (label). Decision trees classify data using

a set of hierarchical decisions based on features. In the tree structure, leaves represent classifications (also

referred to as labels), non-leaf nodes are features, and branches represent combinations of features that

lead to the classifications.

Decision trees are a widely-used predictive model for many reasons, such as

• They are easy to interpret and explain to non-technical audiences,

• They require minimal effort for data preparation,

• They can handle all kind of data, including numerical and categorical data, and

• The training data do not require any assumptions of linearity and nonlinear relationships between

parameters do not affect tree performances.

As for logistic regression, the tree is constructed by iteratively minimizing a loss function corresponding

to misclassification in the training set [34].

Using a predictive method significantly reduces the number of evaluations in the tabu search, and both

logistic regression and decision trees are powerful classification methods, each having its own advantages.

3.2. Learning tabu search

We employ the learning procedure in two phases of training and application. The training phase is

divided into two stages itself, T1 and T2. The first stage, T1, starts with the original TS to collect data

related to the structure of the search space. After collecting enough data, T2 begins training the logistic

regression model for a specific number of iterations. These two stages are presented in Figure 1. Ist

represents the iteration that phase T2 (training) starts and Iend represents the end of training. After

collecting enough data and training the model, the application phase will start in which an action will be

taken based on the prediction of the last trained model and after validating the elements of a tabu list

(Tlist). We provide more details below.

The learning methods are very sensitive to the input information. Thus, extracting the features that

have the greatest impact on the solution space is the first and most important step. These features

represent important characteristics of the solutions space and moves. Table 1 presents these features in

different categories.

Let x be the current solution, x∗ the best known solution, and x′ the next solution. Each solution

is represented as a matrix of integers. In the category of cost improvement, we are first considering the

improvement in cost which is presented as ∆x = f(x′)− f(x). The first feature is the value of ∆x and the

second reflects if the solution is improved (∆x > 0 in the context of maximizing). In the tabu category,
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Collect data and update the feature set

Repeat for first Ist iterations

Stage T1

❄

Train the learning method and update the feature set

Repeat for (Iend - Ist) iterations

Stage T2

Figure 1: Training phases

we have a binary variable that determines if the accepted move belongs to the Tlist and whether it has

already been visited along with the tabu value for the move, meaning when it will be free and can be

considered again. The frequency of the move is also considered, which indicates how many times the move

has been visited so far. The next category represents the characteristics of solution. First, the solution x

itself. A binary matrix (D∗) denotes the difference between the obtained solution and the last best known

solution. A 1 indicates if the corresponding entry is equal, 0 otherwise. Also, a binary matrix (D′) denotes

the difference between the obtained solution and the previous solution, with the same meaning for 1’s and

0’s. The final category is related to the move characteristics, i.e., the attractiveness of the move and a

trail matrix of the moves. These features were inspired by the recent work of [20]. Here, a trail system

influences the decisions made by the ants in the Ant Algorithms and the notion of a move attractiveness

shows that moves with high attractiveness values have more chance to be performed. The same list of

features is used for the decision trees model.

As tabu search can be used in a stochastic environment, the set of input features in the stochastic
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Input Output

Category Features Format Label

Cost improvement
∆x

∆x > 0
R

B

Tabu
xi ∈ Tlist

|ti| = Tlist(x)
Freq−ID

B

Z

Z

O
b
se
rv
ed

O
u
tp
u
t

Solution
x

D∗

D′

MZ

MB

MB

Move
Attractiveness
Trail of the moves

Q

MQ

Table 1: Input/Output features for the training model

learning algorithm is modified by considering the average of f(x) over all scenarios at each iteration. In

other words, we need to find the move that is the best in average over all the scenarios. Thus, our objective

is to find the solution x′ ∈ Nv(x) that minimizes the average solution over all scenarios

(

∑
w

fw(x′

w)

|W |

)

.

The L-TS model differs from the original TS mostly in the search space. We seek to reduce the number

of evaluations in the search process. Thus, we are predicting the subset of promising moves, and evaluate

only these neighbors instead of evaluating every possible neighbors of N(x).

3.3. Case study: Physician Scheduling

We studied the impact of our proposed learning mechanism on a physician scheduling problem that was

previously studied in [7]. We will introduce the main characteristics of the problem, however, we invite

those interested to learn more about the problem to review [7] in its entirety. The goal is to find a weekly

cyclic schedule for physicians in a radiotherapy department and to assign the arriving patients to the best

possible available specialist for their cancer type. Figure 2 shows a schematic diagram of the typical stages

in the pre-treatment phase in a radiotherapy center (for patients with different types of cancer, some stages

may vary).

In most radiotherapy centers, the physician schedule is task based. Each day is divided into one or

multiple periods, and each period is dedicated to a single task [35], [36]. In practice, all of the tasks

are scheduled each week, and some tasks are repeated. The goal is to minimize the duration of the pre-

treatment phase for patients. This is defined as the time from the patient’s arrival day to the day the final

task is finished before the treatment starts. This is usually one week for curative patients, while for pallia-

tive patients, it should be three days at most. Scheduling may also take into account physician preferences.
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Figure 2: Stages of pre-treatment phase in a radiotherapy center.

The decision variables are:

pdti =











1, if physician i performs task t on day d

0, otherwise

qij =











1, if patient j is assigned to physician i

0, otherwise

zdijt =











1, if patient j undergoes task t on day d when assigned to physician i

0, otherwise

The objective is twofold: we maximize the physician preferences and minimize the pre-treatment du-

ration. Each physician has a preference for each day for each task (sdti), and the pre-treatment duration is

defined as the time from the arrival day aj to the day the final task |T oj | is performed.

maximize
∑

i∈I

(

∑

t∈T

∑

d∈D

Sd
tip

d
ti −

∑

j∈J

∑

d∈D

dzdij|T oj | − aj

)

(4)

Like most large combinatorial problems, the exact methods cannot always solve the optimization prob-

lem in a reasonable amount of time. Thus, we solved this problem with a tabu search metaheuristic. Sn

exact mathematical model for this problem was presented in [7]. historical data or a probability distribu-

tion. This strategy is common when uncertainty must be considered.
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To summarize the tabu search algorithm for our problem, the search space is explored with three types

of moves that are closely related to the decision variables (which task should be assigned to a physician

on which day, and which patient should be assigned to which physician). Namely,

• Move 1 : We seek the best sequence of task assignments by swapping the assignments of a physician’s

current schedule from one day to another in the planning horizon.

• Move 2 : We introduce more flexibility in a schedule by changing the repeated task. In the simple

form of the problem, where the planning horizon is five day, and we have four main tasks, each

physician repeats just one task. This task could be replaced by any other. In the case of two time

slots, the neighborhood to explore is larger since it is likely that all the tasks are repeated. Five

tasks can be allocated to each of the ten time slots, and we evaluate all these options.

• Move 3 : The third move focuses on the second decision variable, i.e., the assignment of patients to

physicians. We explore all possible re-assignments.

Having described the learning algorithm in Section 3.2, we will now demonstrate its application in

the physician scheduling problem. Preliminary experiments show that applying the learning algorithm on

Move 1 has the greatest impact on the performance of our original TS. In the L-TS method, we consider a

subset of neighbors to evaluate, instead of evaluating all possibilities at each iteration. We are predicting

the physician to which Move 1 should be applied. Since data is the essential component of any learning

algorithm, we collect behavioral data in solution space (stage T1) before we can employ the learning

methods (stage T2 of training phase along with the application phase) within the TS. The L-TS algorithm

starts with the original TS to collect the necessary data for IDst iterations, as demonstrated in Figure 1. We

train the learning method for a specific number of iterations (stage T2), evaluate the result of the learning

algorithm and update the set of input features to encourage the method to search more promising regions.

In the application phase, we use the last trained model at iteration IDend − 1 to identify (by prediction)

promising moves to build N ′(x) ⊂ N(x) (Note that superscript D stands for deterministic and S will be

used for the stochastic environment). Move 2 and Move 3 are used to diversify the search and the total

procedure ends when the stopping criterion (Stopmax) is reached. Our criterion is 1h of CPU time. Details

of the parameter initialization step are documented in Section 4. Algorithm 1 presents the pseudocode of

our learning tabu search algorithm.
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Algorithm 1 Learning tabu search algorithm

1: Generate initial solution x0:

a) Assign each task (at least once) to physicians randomly; and,

b) for each patient: assign to the physician who performs task A on the arrival day if the quota is
not reached, and to any other available physician otherwise;

2: Calculate initial cost f(x0) using function 4 defined in Section 3.3. Create an empty Tlist;
3: x, x∗ ← x0, f(x) = f(x∗) = f(x0)
4: it, it∗, counter ← 0
5: while stopping criterion is not reached do

6: while counter < IDv do

7: if it < IDst then

8: for ∀i ∈ I do

9: for ∀d ∈ 1, ..., 10n− 1 do

10: for ∀d′ ∈ d+ 1, ..., 10n do

11: Swap task on d and task on d′

12: end for

13: end for

14: end for

15: end if

16: if IDst < it < IDend then

17: Employ the learning algorithm → Output: ∃i ∈ I

18: for ∀d ∈ 1, ..., 10n− 1 do

19: for ∀d′ ∈ d+ 1, ..., 10n do

20: Swap task on d and task on d′

21: end for

22: end for

23: end if

24: x ← x′ and f(x) = f(x′).
25: if f(x′) > f(x∗) then
26: x∗ ← x, f(x∗) = f(x) and it∗ = it.
27: end if

28: Update Tlist

29: it ← it + 1, counter ← counter + 1
30: end while

31: counter ← 0
32: Diversification
33: while counter < ID2 do

34: for neighborhood v = {2, 3} do
35: move v

36: x ← x′ and f(x) = f(x′).
37: if f(x′) > f(x∗) then
38: x∗ ← x, f(x∗) = f(x) and it∗ = it.
39: end if

40: Update Tlist

41: it ← it + 1, counter ← counter + 1
42: end for

43: end while

44: v = 1, counter ← 0
45: end while
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4. Experiments

In this section, we answer some important questions: Is learning possible during the TS procedure?

Which method of learning (online vs offline; these concepts will be explained later in this section) has the

greatest impact? Also, how should we choose the parameters and features of each method?

4.1. Experimental Setup

We compare the results with a benchmark previously published in [7] for both deterministic and stochas-

tic environments in which the performance was compared with CPLEX. We refer to this previous work as

original TS in the remainder of the paper. We use 21 generated pseudo-real instances where we vary the

number of new patients arriving each week and the number of available physicians. Number of physicians

varies from 6 to 10 and number of patients from 7 to 60, ranging from small instances to real-world appli-

cations. Each instance is labeled pr− (# of physicians, # of patients). In the deterministic case, we select

one scenario to obtain a typical schedule, and in the stochastic situation, we consider a subset of W for

different scenarios. We refer the readers to [7] for more details on instance generation.

4.2. Experimental Results

We report and analyze results in deterministic and stochastic cases based on 1) performance, 2) effi-

ciency, 3) scalability and 4) sensitivity of the algorithm.

• Performance We evaluated the performance of the learning algorithm by comparing the cost value

defined in equation (4).

• Efficiency The efficiency of the algorithm was validated by measuring the primal integral [37],

comparing the number of calculations performed at each iteration and the time needed for each

iteration.

• Scalability The scalability of the algorithm was evaluated by testing in small, medium and large-

scale instances.

• Sensitivity The sensitivity analysis was performed by evaluating the impact of different training

features and methods (online/offline) on the performance of the algorithm.

All results were compared and evaluated with respect to the original TS method and a random approach

(in which N ′(x) ⊂ N(x) was randomly chosen) to test the performance of the L-TS method. Comparing

these three approaches helps us to see the performance of each and confirm the advantage of choosing TS
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over the random approach and choosing L-TS over TS. It shows that we are learning during the process

and the results are not achieved by chance.

Among the four mentioned criteria used to analyze the results, the first three, namely, performance,

efficiency and scalability, are discussed in Sections 4.2.1 and 4.2.3. The fourth criterion, sensitivity, is

analyzed in Section 4.2.2.

4.2.1. Experimental performance on the Deterministic case

In the rest, we refer to online learning as our primary method of learning. In this method, the training

phase includes two stages, T1 and T2. First, we wish to validate our L-TS algorithm and determine the

value of the parameters, i.e., the size of the Tlist, the number of iterations in each neighborhood, the

iteration to start the training phase and application phase. The values tested are all related to the size

of the instances (i.e., number of patients, number of physicians and number of time blocks). For the

deterministic case, we use ID1 = 1, ID2 = 2|J | + |I| + |5n|, ID3 = 1, IDst = 3
√

|J | × |I| × |D|, IDend = 2|IDst |,
Stopmax = 1h, and we set θD = 2|J |+ |I|+ |D|, while the reason of their choices are discussed in Section

4.2.2.

Table 2: Results for generated instances in the deterministic case

Tests
GAP - Best (%) GAP - Avg (%)

Random L-TS-LR L-TS-DT Random L-TS-LR L-TS-DT

S
m
al
l

pr-(6,7) 0.5 -1.0 -0.7 2.3 -0.7 0.0
pr-(6,9) 1.0 0.8 1.3 1.7 -1.4 -0.1

pr-(6,11) 2.4 0.3 -0.8 2.1 -0.2 0.4
pr-(6,12) 2.9 0.5 1.1 3.1 0.3 0.5
pr-(8,7) 2.7 -0.7 0.7 2.4 -0.1 0.7
pr-(8,9) 2.2 -0.4 0.5 2.5 -0.2 0.1
pr-(10,7) 1.5 0.1 0.4 2.3 0.1 0.7

M
ed
iu
m

pr-(6,20) 1.2 0.9 0.6 3.6 1.3 0.5
pr-(8,11) 3.0 0.6 0.6 2.9 0.4 0.5
pr-(8,12) 1.5 0.0 -0.6 2.3 0.0 0.1
pr-(8,20) 3.3 0.8 -0.8 3.7 -0.1 0.8
pr-(10,9) 2.3 0.3 0.4 2.1 0.1 0.2
pr-(10,11) 1.7 -0.3 -0.1 2.2 0.2 0.7
pr-(10,12) 1.5 0.1 0.6 3.0 0.4 0.5

L
ar
ge

pr-(6,40) 2.6 -4.0 -3.5 4.5 -0.4 2.1
pr-(6,60) 9.4 -0.7 1.4 5.8 -3.6 -8.7

pr-(8,40) 2.3 -0.5 0.0 4.4 1.7 1.7
pr-(8,60) 8.2 1.3 5.2 8.5 3.3 5.3
pr-(10,20) 3.9 0.2 1.2 4.1 0.4 1.2
pr-(10,40) 3.4 0.5 0.2 4.4 0.1 2.3
pr-(10,60) 1.5 0.4 -1.1 6.2 2.2 1.5

Average: 2.81 -0.03 0.31 3.53 0.18 0.52

Table 2 compares the cost values of different methods and the gap columns show improvements with
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respect to the original TS. In this table, “GAP - Best” compares the best solution obtained from 10

different runs of each method and represents the improvements from the best solution obtained from the

original TS. Conversely, “GAP - Avg” represents the average values from ten different runs. A negative

value in the GAP columns indicates that the learning stochastic tabu search has improved the solution on

average. It can be observed that logistic regression succeeded in slightly improving the cost, by 0.03% on

average. We see more improvement in large instances where the algorithm has more flexibility. However,

both learning methods, L-TS-LR and L-TS-DT, perform much better than the Random algorithm.

The value of the cost function alone cannot represent the advantage of using each approach. Hence,

we measured the primal integral value for all methods to compare the progress of the primal bound’s

convergence towards the best-known solution over the entire solving time. Figure 3 illustrates this measure

for all instances.

Figure 3: Comparing the convergence speed for different methods in the deterministic case

The idea of the primal integral [37] is that, the smaller the primal integral value is, the better is the

expected quality of the solution if we stop the solver at an arbitrary point in time. It can be observed from

Figure 3, that the logistic regression method has better primal integral values than the other methods for

all instances. Again, this figure shows that both learning methods, presented by green and yellow lines,

perform better than the original TS and Random algorithms. Figure 4 compares the number of evaluations

at each iteration, the total number of evaluations and the total number of iterations until we reach the

stopping criterion for different methods. It clearly shows a decrease in the number of calculations in the

learning methods. We can also observe that the random method performs fewer evaluations but requires

more iterations (compared with the learning methods) to find the solution, due to its poor performance.

This behavior was expected from the random approach since it is evaluating N ′(x), a subset of N(x),

randomly.
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Figure 4: Comparing computing performance for all methods in the deterministic case with online learning

(a) Total (b) After training

Figure 5: Comparing computing time per iteration for all methods in the deterministic case with online learning

The learning algorithms were employed within the search process, so, the pre-processing procedure,

including data preparation and training time, has an impact on the total computing time. To evaluate

this impact, we compared in Figure 5 the computational performance (time per iteration) of each method

overall (Figure 5a) and for the application phase only (Figure 5b). We see in Figure 5 that logistic

regression requires the most training time. This is due to the time needed to manipulate the training

data and to train the model in online learning. However, this figure shows that the time spent for each

iteration was nearly identical for all methods, with an average difference of around 5 seconds, which is

rather insignificant (Figure 5b shows that the average time per iteration for the original TS is 0.2 seconds,

while for the L-TS-LR model this time is 0.25 seconds).

We also compared how quickly different methods obtained the best solution by comparing the number

of iterations and the time required by each method to obtain the best solution. This is shown in Figure 6.

Figure 6a clearly illustrates that the L-TS-LR model finds the best solution faster than original TS.
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(a) Number of iterations to reach the best solution (b) Time (seconds) to reach the best solution

Figure 6: Comparing the speed of obtaining the best solution for all methods in the deterministic case with online learning

All of these illustrations, including the improvement in the objective value presented in Table 4, show

the advantage of employing the learning TS idea and in particular the logistic regression model. More

precisely, given the similar computing time and number of iterations to reach the best solution, as well as

the improvement in the cost value, the logistic regression method demonstrates superior performance.

We performed a large number of experiments to validate our method. In the next section, we present these

experiments within different settings, first for parameter settings and second for different testing strategies.

4.2.2. Design of experiments

In this section, we explain how we chose the parameters and features of our learning method. Different

sets of parameters were considered in designing our experiments including fixed parameters and parameters

based on the size of each instance. We also had different sets of parameters for both L-TS-LR and L-TS-DT

models. Table 3 gives a detailed view of the different parameter settings.

Table 3: Design of experiments for parameter settings

Methods Parameters Fixed parameter Dependent on the size of the instance

TS
IDst 5 30 60 100 200 I√

|I|×|J|×|T |
I
2×
√

|I|×|J|×|T |
I
3×
√

|I|×|J|×|T |

IDend 30 60 100 IDst

LR
Regularization method L1 L2
Training method Batch MINI-Batch
Learning iterations 1000 500 100 10

DT
Min sample count |I| |I| × |J | |I| × |J | × |T |
Max depth 50 10

As an illustration, in Table 4 we present part of our experiment on varying the sizes of IDst and IDend

parameters. This table presents “GAP- Best” by varying parameters and compares the best solution

obtained from 10 different runs for each parameter and the best solution obtained from the original TS.

It shows that increasing the size of the training set (IDend - IDst ) improves the performance of the learning

model. This can be observed by comparing the columns of I60−I160, I100−I200, I100−I160 and I100−I130

standing for IDst − IDend. However, these parameters should be optimized to avoid the risk of over-fitting.
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There is an exception in column I30− I130. This is due to the early start of the training phase and lack of

meaningful data. Hence, we evaluated the method based on different instance sizes of the problem in the

last three columns. In our experiments, we observed that the best parameter is set close to the iteration

where the algorithm starts descending.

Table 4: Comparing the performance of the learning algorithm by varying the size of training set and training duration

Tests
GAP - Best (%)

Fixed parameter Dependent on the size of the instance

I30 − I130 I60 − I160 I100 − I200 I100 − I160 I100 − I130 I√
|I|×|J|×|T |

I
2×
√

|I|×|J|×|T |
I
3×
√

|I|×|J|×|T |

S
m
al
l

pr-(6,7) -1.2 0.0 0.0 -0.2 0.0 -0.7 -0.7 -1.0

pr-(6,9) 1.3 0.8 1.0 0.8 0.8 0.8 1.5 0.8
pr-(6,11) 0.5 -0.3 1.1 1.1 1.3 -0.5 -0.3 0.3
pr-(6,12) 1.6 1.1 0.8 0.8 0.8 0.3 0.3 0.5
pr-(8,7) -0.4 0.7 -0.5 -0.5 -0.5 0.0 -0.5 -0.7

pr-(8,9) 0.7 0.9 0.4 0.4 0.0 0.0 -0.4 -0.4

pr-(10,7) 0.3 0.4 0.0 0.0 0.6 0.3 -0.3 0.1

M
ed
iu
m

pr-(6,20) 0.3 1.6 0.6 0.6 0.6 0.0 2.5 0.9
pr-(8,11) -0.4 -0.2 0.2 0.2 0.2 0.6 0.0 0.6
pr-(8,12) 0.0 -0.2 0.0 0.0 0.0 -0.2 -0.6 0.0
pr-(8,20) 0.2 -1.0 0.6 0.6 0.6 -0.6 -0.2 0.8
pr-(10,9) 0.9 1.1 -0.1 -0.1 -0.1 0.3 0.0 0.3
pr-(10,11) 0.4 0.1 0.0 0.0 0.0 -0.3 0.1 -0.3

pr-(10,12) 0.3 0.1 -0.4 0.7 0.7 0.4 0.1 0.1

L
ar
ge

pr-(6,40) -5.7 -5.7 -5.7 -6.2 -6.6 0.0 -1.3 -4.0

pr-(6,60) -14.0 -7.0 -3.5 -3.5 -3.5 -0.7 -2.2 -0.7

pr-(8,40) 4.8 0.5 0.8 0.8 0.8 -0.8 -1.3 -0.5

pr-(8,60) 8.3 6.9 5.8 5.8 5.8 2.0 4.9 1.3
pr-(10,20) 0.9 1.7 1.9 1.2 2.0 0.6 1.2 0.2
pr-(10,40) 4.4 0.6 0.7 3.1 3.1 1.1 1.1 0.5
pr-(10,60) 2.8 1.6 0.9 1.9 1.9 -0.2 -0.2 0.4

Average: 0.29 0.18 0.21 0.35 0.4 0.1 0.18 -0.03

Table 5 presents the results obtained from a subset of different groups for training features in our

primary move, v1, with online learning. It can be observed that considering the set of all features in the

first column, performed better than all other subsets and explains why we chose this set of features to train

our learning method. In this table each column represents a subset of training features that previously

presented in Table 1 and “All” shows the results when we consider all features.
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Table 5: Comparing the effect of different feature sets in learning - without noise

Tests
GAP - Best (%)

All ∆x ∆x > 0 x D∗ D′ (x,∆x) (D∗,∆x)
S
m
al
l

pr-(6,7) 0.0 0.5 0.5 0.3 0.3 0.5 0.5 0.3
pr-(6,9) 1.1 0.0 0.0 0.5 1.1 1.1 0.5 0.3
pr-(6,11) -0.3 -0.3 -0.3 0.0 0.0 0.0 0.0 0.0
pr-(6,12) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
pr-(8,7) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
pr-(8,9) 0.0 1.0 1.0 0.0 0.4 0.4 0.4 0.4
pr-(10,7) 0.1 0.3 0.3 0.3 0.3 0.3 0.1 0.1

M
ed
iu
m

pr-(6,20) 1.1 1.1 1.1 0.0 1.1 1.1 1.1 1.1
pr-(8,11) 0.0 0.0 0.0 0.0 -0.2 -0.2 0.0 0.0
pr-(8,12) 0.4 0.0 0.0 -0.2 -0.2 -0.2 -0.2 -0.2

pr-(8,20) 0.0 -0.7 -0.7 0.0 0.0 0.0 0.0 0.0
pr-(10,9) 0.2 0.2 0.2 0.0 0.0 0.0 -0.3 -0.3

pr-(10,11) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
pr-(10,12) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

L
ar
ge

pr-(6,40) 0.7 0.7 0.7 0.0 0.7 0.7 0.7 0.7
pr-(6,60) 0.0 22.0 22.0 9.8 9.8 9.8 9.8 9.8
pr-(8,40) -0.7 -1.7 -1.7 -1.0 -1.0 -1.0 -1.0 -1.0

pr-(8,60) -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7

pr-(10,20) 0.0 -0.5 -0.5 0.0 0.0 0.0 0.0 0.0
pr-(10,40) 0.7 1.3 1.3 0.2 0.2 0.2 0.2 0.2
pr-(10,60) -1.6 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9

Average: 0.05 1.01 1.01 0.34 0.46 0.48 0.44 0.41

In addition to different sets of parameters, we experiment with different learning methods, including

online and offline learning, and also different prediction outputs. Table 6 outlines the design of these

experiments. What do online and offline learning mean in the context of our proposed L-TS algorithm?

As explained before, online learning is our primary method of learning and was explained in detail in

Section 3. However, in offline learning, the learning procedure was modified so that the algorithm runs

twice, in two separate rounds.

Table 6: Design of experiments for tests

Training Prediction

Physician Patient Initial Solution Subset of Features Physician Move

Offline Learning X X X X

Online Learning X X X X

The first round for the offline learning includes the training phase. In this way, we collect the behavioral

data from the search space for IDst iterations, and the parameter of IDend is set to Stopmax = 1h. The last

19

Learning Tabu Search Algorithms: A Scheduling Application

CIRRELT-2022-09



trained model is saved and used in the second round. This round was done only once and the results were

saved to reuse in the second round.

The second run functions as the application phase. It starts by collecting data in the first IDst iterations.

It then uses the pre-trained model from the first round to predict the output. We save the training time

in this part.

We use different strategies to choose between the trained models, to determine how to best use them

to predict the output. To choose the appropriate strategy, we study its impact on the performance. For

instance, we may need to train the model using all 10 randomly-generated initial solutions in some cases,

while in others we can use the trained model from one initial solution. In this way, we are always seeking

to minimize the training time. These strategies are based on

• the number of physicians;

• the number of patients and

• the data used to generate the initial solution (different seeds).

In strategies based on the number of physicians, we varied the size of the physicians for instances with

the same sizes in number of patients. For example, we used the trained model from instance pr-(6,7)

to predict the output in the second phase for instances pr-(8,7) and pr-(10,7). This pattern applies for

strategies based on number of patients and generating initial solution as well.

The performance of these experiments on the logistic regression model are shown in Table 7. The “GAP

- Best” and “GAP - Avg” columns present the improvements from the best solution obtained from the

original TS. It can be observed that learning on one initial solution is more robust than other strategies;

however, its performance ( +0.1% on average) is still worse than the online learning method presented in

Table 2 (−0.3% on average).

The performance of online versus offline learning was also evaluated based on computing time. Figure

7 compares the time per iteration for different methods, while Figure 8 compares the total number of

iterations per instance for each method. It is obvious that the offline method performs much faster than

the online method. It still needs some time to treat and categorize the behavioral data for prediction,

however, it is almost as fast as the original TS and the difference is negligible.

The original tabu search presented in [7] proved to be very efficient and obtained near-optimal solutions.

Thus, there is no room for improvements in some instances in the deterministic case. However, due

to the variability of scenarios in the stochastic case, there is more flexibility in the cost function and

deploying learning methods shows more potential. The next section presents the experiments in a stochastic

environment.
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Table 7: Comparing the performance of logistic regression in the deterministic case with offline learning

Tests
GAP - Best (%) GAP - Avg (%)

Physicians Patients Initial Sol. Physicians Patients Initial Sol.
S
m
al
l

pr-(6,7) 0.0 0.1 -0.2 -0.1 -0.2 -0.1

pr-(6,9) 1.5 1.9 1.6 -0.9 -0.7 -1.1

pr-(6,11) 1.8 1.9 0.7 0.7 0.6 -0.5

pr-(6,12) 2.1 2.4 1.2 1.0 1.4 0.2
pr-(8,7) 0.9 1.0 0.6 0.9 0.8 0.5
pr-(8,9) 0.7 1.1 0.4 0.6 0.7 0.2
pr-(10,7) 0.1 0.4 0.5 0.2 0.2 0.3

M
ed
iu
m

pr-(6,20) 26.0 1.3 0.8 1.8 1.5 0.9
pr-(8,11) 0.3 0.2 0.4 0.0 -0.1 0.2
pr-(8,12) -0.2 -0.1 -0.4 0.0 0.0 -0.2

pr-(8,20) -0.8 -0.7 0.4 -1.1 -1.1 -0.3

pr-(10,9) 1.1 1.2 0.8 0.5 0.6 0.1
pr-(10,11) -0.1 -0.2 0.1 0.3 0.1 0.3
pr-(10,12) 0.9 0.9 0.7 0.6 0.6 0.4

L
ar
ge

pr-(6,40) 5.3 4.8 1.5 5.4 4.9 2.1
pr-(6,60) 2.9 3.3 6.5 -8.0 -8.7 -5.7

pr-(8,40) -0.3 0.0 1.4 -0.6 1.0 0.2
pr-(8,60) 3.6 3.8 4.4 6.7 5.7 3.4
pr-(10,20) 1.3 1.2 0.7 0.9 0.9 0.3
pr-(10,40) 2.0 2.2 1.3 1.6 1.7 0.5
pr-(10,60) 0.7 0.7 0.1 1.0 0.9 0.8

Average: 0.7 0.7 0.1 1.0 0.9 0.8

4.2.3. Experimental performance on the Stochastic case

To evaluate the solution obtained from the stochastic tabu search algorithm, we proceed as follows:

• Generate a set A of scenarios (up to 50 different scenarios),

• For each instance (i.e., pr-(6,7) to pr-(10,60)), run the algorithm using 10, 30 or 50 scenarios from

set A (using one scenario is equivalent to the deterministic case) for Stopmax = 2.5, 5, 7.5 and 10

hours.

We demonstrated in the deterministic case that online learning outperforms offline learning in terms

of the solution quality, so we proceed with online learning in the stochastic case. For the stochastic case,

the values of the parameters IS1 , I
S
3 and θS are the same except that IS2 is now equal to |J |, the number

of patients, ISst =
√

|J | × |I| × |D|, and Stopmax = 5h.

Table 8 contains the results of this experiment with online learning. It can be observed that both

learning methods improved the stochastic tabu search globally. We can see the most improvement in cases

using 10 scenarios, with -1.67% on average for L-TS-LR and -3.02% for L-TS-DT methods.
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Figure 7: Comparing computing time per iteration for online vs. offline learning in the deterministic case

Figure 8: Comparing total number of iterations for online vs. offline learning in the deterministic case
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Table 8: Comparing the performance of different methods in the stochastic case

Tests
GAP - Best (%) GAP - Avg (%)

10 Scenarios 30 Scenarios 50 Scenarios 10 Scenarios 30 Scenarios 50 Scenarios

Random L-TS-LR L-TS-DT Random L-TS-LR L-TS-DT Random L-TS-LR L-TS-DT Random L-TS-LR L-TS-DT Random L-TS-LR L-TS-DT Random L-TS-LR L-TS-DT

S
m
al
l

pr-(6,7) 1.3 -0.3 -0.3 1.7 -0.7 -0.5 1.0 -0.7 -0.2 1.1 0.2 -0.3 0.8 -1.4 -1.1 0.9 -1.1 -0.2

pr-(6,9) 0.8 0.0 0.0 1.3 0.0 -0.3 1.5 0.3 0.3 0.9 -1.2 0.0 1.5 -1.1 -0.8 0.5 -2.2 0.3
pr-(6,11) 2.2 -0.3 -0.6 2.2 -0.3 -0.3 1.1 -1.3 -1.1 1.0 -1.1 -0.6 -0.5 -1.1 -0.9 2.6 -2.6 -1.1

pr-(6,12) 0.8 -1.4 -0.8 0.8 -0.6 -0.3 0.8 -1.6 -1.3 0.3 -1.3 -0.8 1.2 -1.1 -0.4 1.6 1.3 -1.3

pr-(8,7) 1.3 -0.5 -0.4 1.3 -0.4 -0.4 -0.4 -1.1 -0.5 0.4 -1.0 -0.4 1.5 -0.6 0.0 2.1 -1.3 -0.5

pr-(8,9) 1.7 -0.4 -0.4 1.1 -0.4 -0.7 1.4 -0.4 -0.4 1.6 -0.6 -0.4 1.6 -0.5 0.1 0.7 -1.4 -0.4

pr-(10,7) 1.0 -0.7 0.0 1.8 0.1 0.3 1.0 0.1 -0.1 1.3 -0.4 0.0 1.0 -0.5 -0.1 0.7 -0.9 -0.1

M
ed
iu
m

pr-(6,20) 0.7 -1.3 -2.0 0.6 -1.9 -0.6 2.7 0.6 -0.3 1.6 -1.4 -2.0 1.5 -4.4 -4.0 0.5 0.6 -0.3

pr-(8,11) 1.0 -0.6 -1.0 1.2 -0.4 -0.4 0.9 -0.6 0.0 1.3 -1.3 -1.0 0.5 -1.1 -0.5 0.3 -1.6 0.0
pr-(8,12) 1.2 -0.8 -0.2 1.8 -0.6 -1.0 0.0 -1.5 -2.1 0.6 -0.8 -0.2 0.5 -1.9 -0.7 0.0 -2.0 -2.1

pr-(8,20) 2.4 -0.7 0.4 0.8 -1.3 -1.0 1.8 -0.4 -1.0 -1.3 -1.4 0.4 0.8 -3.1 -1.1 1.7 -2.1 -1.0

pr-(10,9) 1.5 -0.1 -0.3 1.7 0.1 0.3 1.0 -0.4 -0.4 1.5 -0.4 -0.3 0.9 -0.8 -0.6 0.3 -1.6 -0.4

pr-(10,11) 0.4 -1.0 -0.4 0.7 -0.7 -0.3 0.9 0.3 0.3 1.5 -1.0 -0.4 0.0 -0.7 -0.1 -0.4 -1.9 0.3
pr-(10,12) 1.3 -0.3 -0.3 1.8 -0.4 -0.4 0.4 -0.4 -0.4 1.2 -0.3 -0.3 0.8 -1.2 0.5 0.1 -2.2 -0.4

L
ar
ge

pr-(6,40) 5.2 4.6 1.1 4.3 -1.4 -1.0 -1.3 -3.5 -3.1 2.2 1.9 1.1 0.3 -1.8 -0.3 4.3 -0.8 -3.1

pr-(6,60) -10.7 -25.0 -42.9 8.1 0.0 0.0 3.8 -1.5 -3.8 16.3 -44.7 -42.9 12.4 0.3 -76.5 0.1 -3.2 -3.8

pr-(8,40) 1.3 -0.6 -6.6 1.6 -0.5 -1.4 0.8 0.0 -1.8 2.8 -0.4 -6.6 -0.3 -0.9 -0.9 0.5 -2.4 -1.8

pr-(8,60) 0.0 -3.2 -3.7 0.5 -1.4 -4.5 1.7 -0.3 -2.0 3.3 -4.8 -3.7 3.1 1.6 -27.7 0.1 -3.5 -2.0

pr-(10,20) 1.1 -0.7 -0.8 1.9 -0.2 -0.3 1.5 0.0 -0.5 1.2 -1.0 -0.8 0.2 -2.3 -1.9 0.2 -4.6 -0.5

pr-(10,40) 0.2 -2.1 -2.8 1.5 0.0 -0.6 0.9 -0.4 -0.5 0.4 -1.0 -2.8 0.3 -0.3 0.0 0.1 -1.5 -0.5

pr-(10,60) 2.0 0.3 -1.7 2.6 -0.5 -0.3 0.9 0.4 0.0 1.5 4.3 -1.7 0.6 -1.1 -2.7 2.8 -1.9 0.0

Average: 0.79 -1.67 -3.02 1.87 -0.54 -0.65 1.07 -0.59 -0.91 1.93 -2.75 -3.02 1.36 -1.14 -5.7 0.94 -1.75 -0.91

The performance of each learning algorithm in a stochastic environment was also evaluated based on

its computing time. Figure 9 compares the time per iteration by method for 10, 30 and 50 scenarios. It is

clear that increasing the number of scenarios increases the computing time.

(a) 10 Scenarios

(b) 30 Scenarios

(c) 50 Scenarios

Figure 9: Comparing computing time per iteration for all methods in the stochastic case with online learning

We observe that with 10 scenarios, the average gap improved by 1.67% with logistic regression and

3.02% with decision trees models. Also, with 30 and 50 scenarios, we have (0.54%, 0.65%) and (0.59%,

0.91%) improvements in average gap for L-TS-LR and L-TS-DT models.
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5. Conclusion

In this paper, we proposed a learning tabu search method and studied its performance on a physician

scheduling problem. The performance of the proposed algorithm was evaluated using the benchmark

instances. We presented our experimental design and evaluated the new method in both deterministic

and stochastic environments. We showed that our method is very efficient compared with the original

tabu search and a random method, especially in its stochastic version. Over 21 instances, the average

gap improved by 1.67% with logistic regression and 3% with decision trees in the cases with 10 scenarios.

The learning methods obtained best solutions faster than the original TS and random methods over the

computing time. Although we studied the application of this method in a scheduling problem, tabu search

has already been used to solve pretty much all optimization problems. Thus, the learning tabu search

algorithm can be adapted to other applications. Future work could employ learning tabu search to solve

other optimization problems by generalizing several ingredients for which we gave special attention to our

specific application.
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