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Abstract. Every decision-making process is subject to a certain degree of uncertainty. In sectors 

where the outcomes of planned activities are uncertain and difficult to control such as in forestry, 

data describing the available resources can have a large impact on productivity. When planning 

operations, it is often assumed that such data are accurate, which causes a need for more 

replanning efforts. Data verification is kept to a minimum even though using erroneous information 

increases the level of uncertainty. In this context, it is relevant to develop a process to evaluate 

whether the data used for planning decisions are appropriate, so as to ensure the decision validity 

and provide information for better understanding and actions. However, the level of data quality 

alone can sometimes be difficult to interpret and needs to be put into perspective. This paper 

proposes an extension to most data quality assessment techniques by comparing data to past 

quality levels. A classification method is used to evaluate the level of data quality in order to 

support decision making. Such classification provides insights into the level of uncertainty 

associated with the data. The method developed is then exploited using a theoretical case built 

from data quality assessments from the literature and a practical case study from the forest sector. 

An example of how classified data quality can improve decisions in a transportation problem is 

finally shown. 
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1 Introduction 
The efficiency of a company is greatly affected by its capacity to forecast future events and prepare 
accordingly (Mula et al., 2006). While some events can be anticipated with algorithms and ‘experience’, others 
are more difficult to predict with absolute certainty. Zhu et al. (2012) explained that forecasts will not represent 
reality if the data on which the decisions are based are erroneous. Poor data quality can cause unexpected 
problems and induce major consequences on supply chains. Based on 40 case studies, Strong et al. (1997) 
presented 10 types of problem that can lead to poor data quality, from multiple data collection sources to a 
subjective evaluation. Redman (1998) shared the results of three cases where the cost of poor data quality was 
estimated to have decreased revenues by 8% to 12%. The article also listed other typical impacts, such as 
lower satisfaction from employees and customers, and a higher difficulty in changing or improving processes 
that involve poor data quality. Redman (1998) also estimated a typical database to have at least 1% to 5% 
inaccuracies. Moges et al. (2013) surveyed 150 financial institutions about their knowledge of data quality. 
Most of them estimated that 10% to 20% of data used in their decision-making process were erroneous.  
Parssian et al. (2004) proposed two factors that could explain why organizations do not consider data quality, 
despite its importance in the decision-making process. The first factor concerns the cost of controlling and 
managing data quality over time. The level of data quality is not fixed, it evolves and should be re-evaluated 
often, which implies constant work. A second factor is the context-specific nature of data quality. While 
various assessment techniques are proposed in the literature, an evaluation should always be adapted to its 
context (Huh et al. (1990), Chiang and Miller (2008)).  
The motivation behind this research originates from a forest products company located in Quebec, Canada. 
This company collected data describing the characteristics of its harvestable trees on a five-year cycle and 
then used this information to plan the transportation of the trees from the forests to its mills as well as the 
production at these mills. As the company used the data ‘as is’, the predicated wood supply was typically 
different from what was really available, leading to constant modifications of transportation and production 
plans. The company was therefore looking for a way to better know how to navigate with this insufficient data 
quality, to compare the accuracy of its forest sectors, and to better understand the data they had in hand.  
This article thus focuses on data quality classification to offer insights on the result of a data quality assessment 
and to support decision making under uncertainty. The two main research questions investigated are 
summarized as follows: 

RQ1: How can the quality of data be classified? 
RQ2: How can quality data classes be used to benefit decision making under uncertainty?  

To answer these research questions, the Action Design Research (ADR) methodology (Sein et al. 2011) was 
applied. The classification method was designed in response to the needs of partnering forest products 
companies. According to ADR principles, all decisions were made with their collaboration and followed 
guidelines from the literature. The classification method thus allows us to answer the first research question 
by taking the results of a data quality assessment and gives insight on the level of quality according to the 
organization standard (RQ1). The method is validated with an application to a theoretical case. To demonstrate 
how data quality classes can be used in decision making (RQ2), the quality classes of a practical case study 
are used to solve a transportation problem. These last tests allow us to assess the benefits of including data 
quality classes in decision making. 
The contribution of this paper can be summarized as follows: First, the proposed method enables using data 
quality classification as a qualitative representation instead of data quality metrics. This is in line with the 
research of Moody (2003), who suggested that using classes of data quality is more intuitive and easy to use 
than quantitative measures. The second contribution is the concept that data classification should not be static. 
The case studied in this research suggests that the level of data quality is dependent on the current level of data 
and should evolve over time, highlighting the need for an adaptive classification method. The data quality 
assessment and classification should be viewed as a recurrent process. The final contribution is to present how 
levels of data quality could be used to assess uncertainty in decision-making processes. Lower quality suggests 
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higher uncertainty as pointed out by Zhu et al. (2012). Including data quality level in decision making could 
help in reducing the impact of the uncertainty coming with poor data quality.  
The article is structured as follows. First, a literature review on data quality is presented, covering the 
uncertainty concept as it relates to poor information. The research methodology is then detailed to highlight 
how the method has been developed. The proposed adaptive classification method is then described, followed 
by application to a theoretical case and to supply data in forestry. The result of the classification method is 
then demonstrated with a transportation problem. The article concludes with recommendations and managerial 
insights for future use. 

2 Literature Review 
Before considering the classification of data quality in an uncertain context, there is a need to review the 
literature and see the state of research in the related fields. Data quality is usually described based on different 
dimensions of quality. Since the research discussed in this article focuses on the classification of data quality 
to improve decision outcomes, it is important to consider how data quality has been used in decision making 
in previous studies. Furthermore, the relation between data quality and planning uncertainty has captured 
researchers’ attention in recent years. The literature review proposed here therefore summarizes these key 
concepts. 

2.1 Quality Dimensions 
Ballou and Pazer (1985) were among the first to introduce a set of dimensions to describe data quality, which 
were accuracy, timeliness, completeness, and consistency. Since then, additional dimensions have been 
proposed. Erroneous data can be described as inaccurate, inconsistent, outdated, incomplete, difficult to 
understand, duplicated or irrelevant. These are a few of the quality dimensions on which data quality can be 
evaluated. Wang et al. (1995) reported 25 such dimensions. There have been many attempts to organize and 
define those dimensions. For their part, Wang and Strong (1996) proposed four categories of data quality: 
intrinsic, contextual, representation, and access. The intrinsic category includes dimensions inseparable from 
the data itself, such as accuracy and believability. Contextual dimensions are related to the intended use. This 
includes completeness of the dataset, timeliness, and whether the amount of data is appropriate. The 
representational category regroups all dimensions describing the meaning of the data, such as consistency and 
understandability. The last category represents the ease with which data can be accessed. Chu et al. (2001) 
proposed a change to this division of quality. Instead of the intrinsic category, they argued that ‘believability’ 
incorporates accuracy, completeness, and consistency. Merino et al. (2016) grouped 15 dimensions into three 
categories related to the format, the period of time and the intended use. The major difference here is that 
some dimensions, like accuracy and consistency, are present in more than one category. Fox et al. (1994) 
proposed evaluating data quality based on four principal dimensions: accuracy, completeness, consistency, 
and timeliness. To enhance existing approaches, Heinrich et al. (2018) presented five requirements that 
metrics should fulfill, which can be applied to different dimensions.  
Accuracy is the closeness between reality and the information in the system (Ballou and Pazer, 1985). Thus, 
performing a quantitative study on accuracy aims to evaluate the number of different values between two sets 
of data describing the same elements. Another way to represent the level of accuracy is to evaluate how many 
acceptable data are present in a dataset (Ballou et al., 2006). However, if the true values are unknown or no 
longer available, accuracy can then be difficult to measure (Fan, 2015). To solve this issue, Cao et al. (2013) 
proposed a method to determine which of the two values is more accurate by using a chase algorithm to deduce 
accuracy rules. 
Completeness is the dimension used to verify if a set of estimated data contains all the relevant information, 
so there will be no need for additional information. Here, the question is not if all the characteristics are 
included in the database but rather if all the entries are valid. Fox et al. (1994) identified two possible kinds 
of incomplete or invalid data. An entire entry can be missing from the database or values can be missing from 
an entry of the database. In both cases, incomplete information engenders uncertainty since they give rise to 
doubt for the decision maker. To evaluate completeness, Fan et al. (2009) proposed testing the database with 
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a set of queries or matching rules. The performance will depend on the capacity to respect the rules using only 
the data. Thus, if the data is missing or if there is more than one entry in response, there is incompleteness.  
Consistency, sometimes named ‘integrity’, is the capacity to have coherent and similar data everywhere. The 
idea here is to verify if the estimated database contains logical information. When there is inconsistent data, 
it is difficult to trust information, thus causing uncertainty and insecurity towards the decision. Since it is 
harder to see if information is consistent, Fan (2015) suggested using data dependencies based on the need of 
the decision maker to define consistent data. This way, all entries respecting those rules are consistent and all 
others are not. A lot of different classes of rules can be found in the literature depending on the context studied. 
For example, the work of Chiang and Miller (2008) presented a discovery algorithm to facilitate the creation 
of conditional functional dependencies, a widely-used technique based on semantic quality rules.  
Timeliness corresponds to the use of up-to-date data. Depending on the decision level, the ‘age’ or ‘currency’ 
of the information should be appropriate. Strategic decisions can be based on older information, while 
operational planning needs more recent data (Ballou and Tayi, 1999). If the data are too old, it is likely that 
the situation has since changed and the result emerging from the decision-making process may be wrong. 
Timeliness can be defined using three events (Blake and Mangiameli, 2011): when the change happens in the 
real world, when the data is entered in the system and when the information is used. It is difficult to know 
which data are out-of-date before they are updated. As stated by Heinrich and Hristova (2016), this makes this 
dimension quite different from the others mentioned in this section. In fact, Heinrich and Klier (2015) 
presented timeliness as a probability and Wechsler and Even (2012) described timeliness as the likelihood for 
certain data attributes to transition between states within a given time period. Another particularity of 
timeliness is the natural quality decline since the information may become outdated with time (Zak and Even, 
2017). 
 

2.2 Data Quality in Decision Making 
As stated by Fisher et al. (2003), “decision making is a response to problems”. Decision makers need to use 
available data to predict possible outcomes and then choose the preferable ones. They need the best data 
possible to have an accurate view of reality and be able to consider all alternatives. However, it has been 
shown that unless a company has made extraordinary efforts to improve data quality, an inaccuracy rate 
ranging from 1% to 10% is to be expected (Blake and Mangiameli, 2011). The authors confirmed that such 
deviation can have a huge impact on the decision-making process, especially when such inaccuracy rates are 
unknown. In addition to the cost of a ‘bad’ decision, which will vary depending on the impact of the decision, 
there are several drawbacks to poor data quality. People using erroneous data will inevitably develop 
organizational mistrust and frustration with their work. From a managerial point of view, bad data can reduce 
the ability to develop and implement strategies since the decision-making process becomes ineffective. From 
a financial  point of view, Sheng and Mykytyn (2002) highlighted the importance of data quality in service 
organizations by showing that inaccuracies and inconsistencies could lead to a 40% to 60% increase in 
expenses.  
An important part of using data quality to support decision-making concerns the choice of the assessment 
technique. A review presented by Batini et al. (2009) described the numerous techniques available in the 
literature for data assessment. Most of these techniques aim at describing and improving data quality rather 
than supporting planning decisions. Woodall et al. (2013) compared the most popular techniques to present 
the important steps an assessment technique should include. Such a technique should encompass the selection 
of the data items to be evaluated, the identification of data dimensions to consider, the metrics (how to measure 
the dimensions) and reference data (a set of true values). In parallel, the place where data must be measured 
has to be selected to know where to apply the metrics during the measurement. Finally, the results must be 
analyzed before any use. Some studies in the literature specifically looked at how measuring and improving 
data quality (Heinrich et al. (2018), Heinrich and Klier (2015), Lee et al. (2002), Wechsler and Even (2012)).  
Some studies furthermore examined the benefits of including data quality in the decision-making process. 
Chengalur-Smith et al. (1999) wanted to verify whether knowing about the quality of data improved the 
outcomes of a decision or not. They compared the choices made by managers given three levels of information 
on data quality: a two-point ordinal scale (‘good’ or ‘bad’), a percentage, and no information. While their 
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survey confirmed their assumption, they also found that more complex situations are more susceptible to 
information overload. In their study, Parssian (2006) addressed the problem of poor data quality by replacing 
inaccurate, incomplete or null data with maximum likelihood estimates. Depending on the chosen average 
value, the sum of the dataset with substitution was close (87%-96%) to the sum of ‘real’ values. Wechsler and 
Even (2012) showed the potential of assessing timeliness to support data quality management tasks. They 
proposed using this dimension to predict accuracy degradation and improve data quality auditing. 
Furthermore, Heinrich and Hristova (2016) proposed an extended timeliness metric to support decision makers 
in adjusting their decisions based on indications about the current real-world information at the time of 
measurement. They also discussed the impact of data quality on the choices made by the decision maker. They 
described this aspect as extremely important, especially in the case of decision making under uncertainty. 
Even though the subject has long been studied (Hoare, 1975), ever-changing technology brings new challenges 
for research on data quality (Zhu et al. 2012). The way data are generated, stored, manipulated, and consumed 
is constantly evolving (Staegemann et al. 2019). One of the challenges in the interpretability of data quality is 
to describe what is considered ‘good’ data quality, since good quality greatly depends on the subjective 
opinion of the decision maker (Huh et al., 1990). A recent study found that more than 51% of surveyed 
organizations consider their data management technology to be ineffective, which shows the importance of 
taking data quality into account (Bai et al., 2018). Zak and Even (2017) stated that the potential damage cause 
by data quality defects is rising, impacting organizations without robust and economically sound data quality 
management processes. However, deciding whether data quality is acceptable can be a challenge. Since there 
are many dimensions used to describe data quality, it is generally recommended to base quality criteria on the 
relevant dimensions of data instead of considering them all.  
The challenge in including data quality in a decision-making process resides in the interpretability. The 
responsibility of defining what is good data quality often falls to the user. However, as studied by many authors 
(Chengalur-Smith et al. (1999), Moody (2003), Holden et al. (2005), Merino et al. (2016), Plotkin (2020)), 
good quality is not easily defined. Vaziri et al. (2019) explained that some data may be more significant than 
others for the organization, which will influence the interpretation. They proposed to use weighted metrics to 
reflect this particularity. Woodall et al. (2019) explained that using tags to inform the decision makers about 
the quality of the data they use has not been successfully adopted despite their potential. The reason behind 
this would be the time consumption and expenses of continuously measuring data quality. Their research using 
surrogate tags showed that decisions makers can avoid problems caused by inaccuracies without having to 
physically measure accuracy. 
When looking at the application of data quality, Moody (2003) suggested that problems with data quality once 
discovered by users should be prioritized as ‘Critical’, ‘Important’ and ‘Desirable’. Their survey showed that 
representing data quality as a metric does not necessarily meet the needs of an analyst. Holden et al. (2005) 
used classification to represent the state of data quality in the evaluation of flavonoids for different kinds of 
fruits and vegetables based on 475 studies on the subject. They proposed a scale based on the percentage of 
overall data quality. The classes were ‘Exceptional’ (75%-100%), ‘Above average’ (50%-74%), ‘Average’ 
(25%-49%) or ‘Below average’ (below 25%). They found that 64% of studies were in the top two classes, 
which they considered good. Their work showed that such a classification is an easy way to understand data 
quality and support decision making. Merino et al. (2016) assessed the level of data quality instead of a more 
precise metric. They suggested comparing the quality level of evaluated data to the quality requirement to know 
whether the data are appropriate to make decisions or not.  
 

2.3 Data Uncertainty  
In this study, the uncertainty considered concerns the availability of forest supply. Precisely, it describes the 
difference between the supply the company thought would be available and the actual wood volume that can 
be harvested at the time of resource extraction. As presented by Ferson and Ginzburg (1996), there are two 
categories of explanation of this difference. The first part is related to variability, mostly inevitable since it is 
related to uncontrollable events such as weather, natural disasters, disease, etc. The second type is related to 
ignorance and can be reduced by a company with additional effort or investments. In our case, there is a part 
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of the uncertainty observed that is related to data quality, which is a type of ignorance since all the necessary 
information to assess data quality is available in databases, but still unused. 
In their study on extending the timeliness metrics, Heinrich and Hristova (2016) considered the uncertainty as 
the unknown state of nature that will occur after the decision is made. They presented two kinds of such 
uncertainty: environmental and quality. Environmental uncertainty describes the unknown effect of a decision, 
which can be reduced by having access to more information. Quality uncertainty is related to the 
correspondence between the world described by the data and the real world. Heinrich and Hristova (2016) 
concludes that quality uncertainty is relevant to real-world decision making, which is what was considered in 
this research. 
In their review on data quality research, Zhu et al. (2012) pointed out that many authors state that poor data 
quality leads to uncertainty. The list of impacts described by Redman (1998) suggests a connection between 
poor-quality data and uncertainty. The paper explained that even though all decisions are subject to 
uncertainty, companies using good-quality data have a better chance of reaching their intended goal. As 
described by Klibi et al. (2010), any decision made with partial or imperfect information is subject to 
uncertainty. Certainty can only be attained when perfect information is available. As a matter of fact, data-
driven techniques are often used by researchers to illustrate or include uncertainty in the decision-making 
process. For example, Zhang et al. (2016) used data quality to define confidence intervals of uncertain 
parameters. However, in most cases, such data analysis seems to be limited to the accuracy dimension.  
As there are many types of uncertainty, their effects might not necessarily be similar. Snyder and Shen (2006) 
looked at the difference between supply and demand uncertainty in a simple multi-echelon supply chain. They 
used simulations to demonstrate that the optimal strategy to cope with the impact of uncertainty will be 
different depending on the type of uncertainty. Chopra et al. (2007) separated supply uncertainty into two sub-
types; disruption uncertainty, related to unpredictable events causing shortage and stopping operation, and 
recurrent uncertainty, where the effect is less severe but always present. They also concluded that each subtype 
should be dealt with independently to effectively reduce uncertainty. There are ways to minimize the impact 
of uncertainty. In regard to demand for example, a contract or certain incentives can help a supplier to have 
more predictable orders (Hu and Feng, 2017). It is also possible, at a certain cost, to use preventive 
maintenance actions or more sophisticated forecasting methods and additional equipment so as to improve 
measurement (Zyngier, 2017). Even though many sources of information used in the decision-making process 
can induce uncertainty, it is not always needed to consider all of them when modeling a system. To identify 
the sources worth considering, Pietilä et al. (2010) proposed evaluating inoptimality losses. This technique 
allows evaluating the negative effects occurring when the uncertainty of a particular information is ignored. 
In their study, they used the inoptimality losses to see the effect of growth uncertainty in harvesting decisions 
in forestry. They were able to put a price on this uncertainty: 230 euro/ha for 5-year inventory intervals and 
860 euro/ha for 60 years. To manage all sources of uncertainty, Walker et al. (2003) suggested a general 
classification method, defining uncertainty based on three factors: location, level and nature. The location 
depends on where the problem manifests itself during the decision-making process. The level of uncertainty 
represents how much is unknown on the subject. The nature is similar to the variability/ignorance difference 
proposed by Ferson and Ginzburg (1996). Those studies support the relation between data quality and data 
uncertainty. 

3 Methodology 
The objectives of this study are to evaluate data quality using a classification methodology and to present how 
such a method could be included in the decision-making process. The methodology followed is based on the 
ADR methodology (Sein et al. 2011). ADR supports the conception and the evaluation of information 
technology artifacts, or decision tools. The methodology deals with two challenges: (1) addressing a problem 
situation from a specific organizational setting and (2) constructing and evaluating a IT artifact typical to the 
identified situation. Figure 1 summarizes the ADR method with the principles behind each stage followed 
during this research. Activities and results represent how the phases and principles were applied in this specific 
study. 
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Figure 1: Stages and principles of the ADR method structure based on Dremel et al. (2020) and Sein et al. (2011). 

3.1 Problem Formulation 
The problem formulation stage is based on two principles: practice-inspired research and theory-ingrained 
artifacts. On the one hand, the classification method presented in this research is greatly influenced by the 
practical aspect of data quality. On the other hand, the method is constructed based on data quality assessment 
from past studies and other theories from the literature. 
As mentioned previously, the origin of the project comes from a forest products company. The company 
collected data describing its uncertain supply activities for years but did not know how to use it efficiently. 
Even after using a data quality assessment technique adapted to its specific need, how to interpret the data 
quality obtained was still an issue. This led to the definition of the problem and the research questions 
presented in the introduction section (RQ1 and RQ2).  
Regarding the principle of “Theory-Ingrained Artifact”, the literature review helped to understand what had 
been done on the subject and to define the direction of the study. The review showed a gap in the literature 
that could be filled by a support tool regarding the interpretation of data quality.  
An important part of the ADR method concerns the organization’s implication. During this research, two 
employees from the forest products company were actively involved: the forest operations coordinator and 
the superintendent of forest analytics. They helped to prepare the experimental dataset. In particular, the forest 
operations coordinator was responsible for supervising measurement technique and calibration and the 
superintendent was responsible for preparing the predicted supply data. In addition, interviews with employees 
from a harvesting team were performed to validate the quality of historical data, collected at the time of 
harvesting by the equipment. Further interviews with 10 production and transport planners helped better 
understand the direct impact of uncertainty over their planning decisions, which they had to adjust daily 
because of unreliable predictions. Discussions with managers brought other impacts forward such as the cost 
related to the difficulty to know what will be produced or harvested in advance.  
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3.2 Building, Intervention and Evaluation 
The second stage involves the development of the initial design of the method. This is an iterative process 
where the method is being continually evaluated based on the definition of the problem (previous stage). Three 
principles were followed in the building, intervention, and evaluation stage, as presented in Figure 1. The 
method was shaped reciprocally by the organization context and the data quality concepts. The interpretation 
of data quality should always depend on the context; thus, the method was developed jointly with the 
partnering organization. In the same manner, the researchers, and the forest products company representatives 
both had influential roles in the process. The two employees from the company were present in every step of 
the project. They shared their experience to improve the method and make sure it integrated their knowledge 
of the supply data. This is also part of the third principle, authentic and concurrent evaluation. As prescribed 
by the ADR method, the method was evaluated while it was being built. This was executed by discussing 
every change with the forest products company employees. The company greatly contributed to the research 
by assuring a controlled data collection including frequent calibration and supervision over 3 selected 
harvesting teams for over a year.  
The first iteration of the project focused on the analysis and correction of the data quality assessment 
technique. The first set of data evaluated with the company had to be corrected before being analyzed. Some 
sets had no GPS coordinates, so they could not be grouped geographically, while in other sets the types of 
trees were erroneous. After identifying and correcting inconsistencies, both the research team and the company 
were satisfied with the quality performance. In the second iteration, the average data quality was compared 
with the classification table proposed by Blake and Mangiameli (2011). According to the organization, the 
general classification did not represent the state of their data quality. This experiment showed a need to 
construct quality classes based on past data qualities. Thus, in the third iteration the rules of a good 
classification table were defined based on the literature and on interviews with the employees. Their 
experience on how they see their own data, they predict the classification results, and they deal with poor 
quality inspired the rules proposed to create the quality classification table of the classification method. In the 
last iteration, the method was defined by testing the classification table on the results of past research papers 
performing data quality on real case studies. The last version of the classification method was presented to the 
company to be sure that it was still in line with their needs. 
This phase resulted in a classification method offering four interpretable classes of data quality able to support 
the partnering company in their planning decisions. The data assessment methodology followed to evaluate 
the data collected by the company is also made available for future uses (Simard et al, 2019). 

3.3 Reflection and Learning 
The third stage of the ADR method is conducted in parallel with the first two stages. Throughout the research, 
reflection occurs on past and future decisions. There is also continuous learning since the literature review 
grows with each question raised. This is commonly known as guided emergence. Answering a problem 
specific to the situation of the forest products company and including the organization in the conception 
ensured that the classification method would be adapted to the intended use.  
After each iteration, the design of the classification was challenged: Is the classification easy to understand? 
Does it reflect the reality of the organization? How is it different from other classifications found in the 
literature? And especially, are the results useful for decision makers? 
The questions were brought up in work sessions with managers from the partnering company where their 
answers resulted in growing documentation on their expectation. Interviews with the harvesting equipment 
manufacturer were performed to further validate the data collection technique. The classification method was 
also discussed with a representative from the Quebec Ministry of Forest, the entity responsible for the forest 
data predictions. These discussions and interviews helped to consolidate the classification method. 

3.4 Formalization of Learning 
The objective in the second part of the methodology is to use what was developed specifically for the 
organization and to generalize the outcome. It is an important step of the ADR method to ensure that the 
solution of a unique problem leads to a concept that can be applied to other cases. 
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In this research, the state of the overall data quality is always changing. It can improve following investment 
or training on data measurements, but it can also worsen with relaxed calibration protocol or with worn-out 
machinery. Therefore, the classification is constructed to evolve with the company and be re-evaluated when 
needed. 
In an effort to define a classification method that can be adapted to different contexts, six logical rules were 
proposed on how the quality classes should be defined. The classification method was used to define quality 
thresholds for a set of data quality assessed in 29 studies presenting real data quality assessment, tested over 
a different set of data. 

4 Adaptive Classification Method 
The key results of this research are a classification method to analyze data quality and the exploitation of the 
method in decision-making processes. The method developed (Figure 2) is an iterative process, including five 
steps which should be repeated when needed (e.g., if the state of data quality changes, when the decision-
making process is executed, etc.). The method is intended for decision makers or data analysts and should be 
part of the decision process. According to the guidelines of a typical data quality assessment technique 
(Woodall et al. 2013), the classification technique would be used in the ‘analysis’ step. In an organization, it 
is assumed that changes in data quality will be rare. The typical use of the method should thus involve the key 
steps appearing in the gray area in Figure 2. 

 
Figure 2 : Method to classify data quality. 

 

The proposed method begins with the assessment of data quality. Multiple techniques exist as presented in 
the literature review section to conduct this type of assessment. It can, moreover, be sometimes preferable to 
create a custom technique to better reflect the needs and reality of the context considered. Woodall et al. 
(2013) presented many guidelines on how to build a data quality assessment technique. One important part of 
the assessment concerns the choice of the quality dimensions. This choice will affect the classification 
technique since there has to be one set of quality classes for each dimension selected. Another important factor 
is data clustering. The objective of the method is ultimately to support the decision-making process. If the 
information is too aggregated, it may not be suited for targeted decisions. For example, knowing the overall 
accuracy of 20 types of products may be too aggregated to represent the actual accuracy of each individual 
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product. In this situation, the decision maker should evaluate the data quality of each product and compare the 
20 resulting quality performances in the classification. 
Once the data quality is known, it is then possible to evaluate the level of quality by comparing the results 
with the quality table. This is a procedure where the users will consider the percentage of one dimension of 
data quality and see the associated class according to the latest version of the quality table. The first time the 
method is applied, it is suggested that a general definition of quality classes be used like the one presented in 
Table 5. The quality table considers four principal dimensions (Fox et al. 1994), which are accuracy, 
completeness, consistency, and timeliness. The method could be applied to other quality dimensions as long 
as they are presented as percentage scale, where 100% is the best quality possible. The first time the method 
is followed, beginning with the classes from Holden et al. (2005) is suggested, which is the same for all 
dimensions and covers all possible value (from 0 to 100%). Blake and Mangiameli (2011) also proposed a 
general classification table, although their evaluation is much more restrictive. For example, their table does 
not consider accuracy below 80%, which can be difficult to achieve in certain settings. The general 
classification tables found in the literature may be based on theoretical guidelines (Blake and Mangiameli, 
2011) or on subjective views (Holden et al. 2005), but they are still a good base to construct a table adapted 
to the specific situation of an organization. 
After each evaluation, results should be validated. Data quality can change at any time and the classification 
should not be considered an immutable table. Plotkin (2020) presented the importance of defining a set of 
rules as an important part of establishing the state of data quality. Based on the guidelines of similar studies 
(Mezzanzanica et al. (2015), Hartig and Zhao (2009), Holden et al. (2005), Blake and Mangiameli (2011)), 
we formulate six logical rules to validate the process, presented in Table 3. If one or more rules are not true, 
then the classification may need adjustments.  

Table 1 Logical rules and their motivations 

ID Logical rules Motivation 
R1 The majority of data should be judged ‘Good’ The ‘Good’ class represents a stable acceptable 

level of data quality. 
R2 There should be more data judged ‘Good’ than 

‘Excellent’ 
The ‘Excellent’ class should represent the 
highest level of quality. 

R3 There should be more data judged ‘Good’ than 
‘Sufficient’ 

The ‘Sufficient’ class represents less than 
desirable but still acceptable level of quality. 

R4 There should be more data judged ‘Sufficient’ 
than ‘Excellent’ 

The ‘Excellent” class should be an exceptionally 
high level of quality, thus smaller than the 
‘Sufficient’ class which is closer to the normal 
quality. 

R5 There should be less data judged ‘Insufficient’ 
than in any class 

The ‘Insufficient’ class should represent a 
problematic level of quality and be the subject of 
improvements. 

R6 The ‘Excellent’, ‘Good’ and ‘Sufficient’ 
classes should not be empty 

Only the ‘Insufficient’ class can be empty if the 
organization judges that there is absolutely no 
need for improvements. 

 
In addition to the logical rules presented in Table 3, guidelines on data accuracy percentile can help in deciding 
on the quality thresholds. Data with accuracy in the 80th percentile and over could be considered as ‘Excellent’ 
while accuracy between the 40th and the 79th percentile could be perceived as ‘Good’. This way, most data at 
the time of the evaluation would represent the best quality available for the company. Following the logical 
rules, it is suggested that data entry with quality between the 5th and the 39th percentile be considered 
‘Sufficient’ and the rest of the dataset ‘Insufficient’. It would be preferable to adjust the proposed percentiles 
than to separate similar data. For example, two data entries with accuracy performance of 75.6% and 75.9% 
should be classed in the same category even though they represent the 79th and the 80th percentile. 
The main idea behind the classification method is to follow the general state of data quality. When the results 
are incoherent or stop following logical rules, it is time to investigate the data-gathering process. This does 
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not mean that the classification table will have to be adjusted systematically. The idea is rather to verify if the 
difference in data is permanent and will impact the planning decisions. For example, if the data quality 
becomes worse because there is an equipment malfunction, the situation can be resolved without having to 
adjust the quality classes. Following the same idea, if there was an investment to improve data quality but the 
change did not contribute to upgrading the data quality level from ‘Good’ to ‘Excellent’, then there is a need 
for investigation. In this case, if the situation is improved, the classification should also be adjusted to reflect 
the new range for ‘Excellent’, ‘Good’, ‘Sufficient’ and ‘Insufficient’ data.  
If the validation shows that the classification respects the logical rules, then the quality levels can be included 
in the decision-making process. It can be difficult for decision makers to know how to interpret quantitative 
data quality regarding their own needs. As can be seen in the theoretical case in Section 5.1, an 80% accuracy 
can be considered as poor quality in certain contexts while be seen as exceptional in others. The classification 
method is used to present which set of data can be judged ‘Good’ to decision makers according to their own 
standards. When facing uncertainty, this can show which data they can ‘trust’ more. This way, decision makers 
could use suppliers with ‘Good’ or ‘Exceptional’ data to assure the delivery of critical orders. They could 
decide to distribute tasks so that each member of a supply chain deals with a similar level of data quality. They 
could also work with their suppliers to improve data quality by using a qualitative scale that can be easily 
understood. Those are only a few examples of how knowing and using data quality can help decision makers 
to have a better understanding and a better control over their decisions. To be effective, the classification 
method should become an automated data processing step for formatting the information in a compatible 
format. An example of quality level applied to the stochastic optimization of a simple transportation problem 
subject to uncertainty is presented in Section 5.3. 

5 Demonstration 
To better illustrate how the proposed classification method could be exploited, we present three examples of 
applications. The first one concerns a theoretical case where the classification method is applied to the results 
of data quality assessment found in the literature. This case represents a normal application of the method, 
following the steps in the gray area in Figure 2. Secondly, a practical case study where the method is applied 
to historical data describing the uncertain supply of a forest products company is proposed. This case 
demonstrates a thorough application of the method where the classification needs to be adjusted. Finally, a 
demonstration of how the level of quality obtained with the method could be included in a transportation 
problem reducing costs is presented as a third application.  

5.1 Theoretical Case 
Using the classification method on a theoretical case was seen as a proper way to validate the method. For 
each of the four principal dimensions presented in the literature review (i.e., accuracy, completeness, 
consistency, and timeliness), articles on the application of data quality assessment were selected in order to 
construct a theoretical case. The resulting dataset is used to demonstrate the importance of an adaptive 
classification method over a general table. This is achieved by comparing the results of the proposed method 
to two general classification tables (Blake and Mangiameli (2011), Holden et al. (2005)) and by taking into 
account the experts’ insights on the expected level of data quality. 
 
Assessment: The studies considered here come from different contexts, from patient records in health care 
systems to remote sensing data and FBI warrants. Although the four dimensions were all considered during 
the theoretical case, only the accuracy evaluation is presented in detail in Table 4. During the assessment of 
data quality, a chosen technique is used to evaluate the quality of one or more sets of data. In the theoretical 
case, the dataset comes from the assessment of past studies, as shown by the ‘Accuracy’ column in Table 4. 
The next step of the classification method uses a quality table to evaluate the quality level each accuracy value 
represents, which can also be seen in Table 4. A description of the evaluation step follows. 
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Table 2 Levels of quality for past accuracy assessments 

Source Accuracy 

Quality level 

Proposed 
Classification 

Blake and 
Mangiameli 
(2011) 

Holden et al. 
(2005) 

Baker et al. (2007) 92.3% Good High quality Exceptional 
Barlow et al. (1994) 98% Excellent High quality Exceptional 

Barrie and Marsh (1992) 
92.9% (worst) Good High quality Exceptional 
97.8% (best) Excellent High quality Exceptional 

Congalton (1991) 
74% Sufficient --- Above average 
78%-89% 
(improved) 

Good Medium quality Exceptional 

Faulconer and de 
Lusignan (2004) 

75% Good --- Exceptional 

Goodyear-Smith et al. 
(2007) 

89% (worst) Good Medium quality Exceptional 
97% (best) Excellent High quality Exceptional 

Hohnloser et al (1994) 74.1% Sufficient --- Above average 
Lauren (1986) 93.7% Good High quality Exceptional 
Maresh et al (1986) 95% Excellent High quality Exceptional 

Morey (1982) 
75% Good --- Exceptional 
84.7% (improved) Good Low quality Exceptional 

Persell et al. (2009) 72% Sufficient --- Above average 
Powell et al. (2006) 68% Sufficient --- Above average 

Pringle et al. (1995) 47.4%(worst) Sufficient --- Average 
96.7% (best) Excellent High quality Exceptional 

Ricketts et al. (1993) 
44% (worst) Sufficient --- Above average 
67% (best) Sufficient --- Average 

Saigh et al (2006) 45% Sufficient --- Average 
Sigurdardottir et al. 
(2012) 

96.4% Excellent High quality Exceptional 

Viscusi et al. (2014) 
44% (overall) Sufficient --- Average 
78.4% (best) Good --- Exceptional 
5.4% (worst) Insufficient --- Below average 

Wagner and Hogan 
(1996) 

83% Good Low quality Exceptional 

Wilton and Pennisi 
(1994) 

89.8% Good Medium quality Exceptional 

Yarnall et al. (1995) 
62% Sufficient --- Above average 
82% (improved) Good Low quality Exceptional 

 
Regarding the other dimensions, the completeness evaluation presented less variability than the level of 
accuracy while for the consistency and the timeliness, only a few articles were found with the assessment of 
real case study. The complete table can be found in Annex 1. 
Evaluation: Since the classification method is used for the first time for this set of data, the quality table needs 
to be created by following the logical rules from Table 3. First, the accuracy levels are evaluated using the 
Holden et al. (2005) classification. They considered ‘Exceptional’ quality between 75% and 100%, ‘Above 
average’ quality between 50% and 74%, ‘Average’ quality between 25% and 49%, and ‘Below average’ 
quality between 0% and 24%. Since this quality table does not follow the logical rules, the classes are adjusted. 
First, the threshold between ‘Above Average’ and ‘Exceptional’ is augmented to respect rules R1 and R2, 
from 75% to 95%. This will become the threshold between ‘Good’ and ‘Excellent’. Then, for the ‘Sufficient’ 
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class, the ‘Average’ thresholds must be adjusted to respect rules R3, R4, and R5. This way, the 50% threshold 
becomes 75% and 25% becomes 40%. The thresholds should also assure that the fourth class, ‘Insufficient’ 
respects rules R6. This reasoning is repeated for all dimensions. The resulting range is presented in Table 5. 

Table 3 : Proposed range of quality classes 

 Quality 
dimensions Accuracy Completeness Consistency Timeliness Quality 

classes 
 

Excellent 95-100% 95-100% 85-100% 85-100% 
Good 75-94% 75-94% 50-84% 50-84% 

Sufficient 40-74% 25-74% 25-49% 18-49% 
Insufficient 0-39% 0-24% 0-24% 0-17% 

 
The result of the evaluation based on the quality range in Table 5 can be seen in Table 4. To give perspective 
to the reader, it is compared with the evaluation using existing classification. In this study, two other 
comparable classifications were found, although they are not presented as an iterative way of including data 
quality into decision-making processes. Blake and Mangiameli (2011) considered for accuracy, completeness, 
and consistency ‘High’ quality between 92% and 100%, ‘Medium’ quality between 88% and 91%, and ‘Low’ 
quality between 80% and 87%. They did not consider the possibility of data quality being below 80%. At first 
glance, this classification range is inapplicable (indicated as ‘---‘) for 14 studies out of 29. It seems unrealistic 
to expect data quality to be above 80% in all cases. In comparison, the classification proposed by Holden et 
al. (2005) judged 18 out of 29 studies as having exceptional quality (62%). The classification proposed seems 
a reasonable middle ground between the two. For instance, it is interesting to look at the classification of 
improved data quality. After an improvement on data quality, it is assumed that the level of quality will also 
improve. For two of the three studies presenting improved data quality and presented in Table 5 (Congalton 
(1991), Morey (1982) and Yarnall et al. (1995)), the proposed classification reflects the benefit of the 
improvement by showing an increased quality class (from ‘Sufficient’ to ‘Good’).   
Validation: Following the classification method, the results of past data quality assessment were validated 
using Table 3. The evaluation respected the logical rules. By defining the ‘Good’ accuracy class between 75% 
and 94%, as shown in Table 5, it includes the majority (41%) of studies in Table 4. The ‘Excellent’ accuracy 
class contains 21% of the studies in Table 4, so less than the ‘Sufficient’ accuracy with 34%, as supported by 
the logical rules. The only ‘Insufficient’ entry represents 3% of the total, as expected regarding the logical 
rules.  
Application: Because this is a theoretical case and all contexts assessed are very different, there is no 
following decision-making process to put in place. However, this section of the method will be explored in 
Subsection 5.3.  
 

5.2 Case Study in the Forest Industry 
To demonstrate how to use the method for a practical case, data from a Canadian forest products company 
were collected and evaluated. Production in forest-based processes is based on a natural resource, therefore 
data describing the characteristics of the available supply source has a huge impact on the planning process. 
As stated by Duvemo and Lämås (2006), most planning activities in the entire value chain depend on forest-
related data. Those will typically describe the species (e.g., fir, spruce, etc.) and dimensions (i.e., diameter and 
length) of harvestable trees from which the volume and other relevant information will be estimated.  All 
decisions based on supply information are subject to multiple sources of uncertainty. First, the predicted 
volume depends on tree growth which is affected by uncontrollable events such as disease, insects, and 
weather conditions. Second, the trees are located in large areas that are difficult to measure with details 
(Pasalodos-Tato et al., 2013). In addition, planning decisions in forestry are also affected by the uncertainty 
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caused by poor data quality. The risk of error is even higher when there is no direct control over data collection, 
as is the case for forest products companies operating on public land (i.e., forests owned by the government).  
Even though there is considerable research on forest harvesting, forest data acquisition and remote sensing, 
only a few articles have looked at the data quality aspect. In their review, Yousefpour et al. (2012) were 
looking at forest management, uncertainty from hazards, market fluctuation and climate change, but not at 
data quality. Yet, the evaluation of information could help cover the trade-off between data acquisition cost 
and the effect of better planning decisions in forestry. According to Holmström et al. (2003), the lack of 
interest towards data evaluation in forestry comes from the difficulty in evaluating the cost of poor quality of 
information. In addition, Kangas and Kangas (2004) described uncontrollable uncertainty with emphasis on 
the effect it can have on any decision of the forest sector and the importance of good information. As such, 
forestry is a perfect case study for the classification of data quality. 
 
Assessment: To conduct the classification, three types of data were collected under the supervision of a forest 
operations coordinator. There were data collected by production machinery, data from computations, and data 
manually collected by employees. There were 600,000 entries, each representing a single tree (species, 
location, dimension, and class types), used to predict the outcome of forest harvesting operations. Those trees 
were clustered into 63 forests, each representing a harvesting area. Multiple characteristics provided by the 
company influence the upcoming wood processing activities. It was decided to focus on the harvestable 
volume available in the forest because this uncertain information greatly affects sawmill productivity. Out of 
the four-principal dimension of Fox et al. (1994), accuracy was the one selected. In fact, since each tree was 
only measured once, it was impossible to compare the evolution of quality and assess timeliness. Controlling 
the data gathering environment meant that all data entries were complete, thus the assessment of completeness 
was meaningless. Concerning consistency, the organization had no standard for their data and did not establish 
rules to know whether the data were consistent or not. Figure 3 presents the frequency distribution of accuracy 
for the 63 clusters of forests. Because the choice of data quality assessment is greatly affected by the context, 
a specific technique was created to assess the data describing the supply volume subject to uncertainty. The 
data quality assessment followed in this case was developed by Simard et al. (2019) for supply data in forestry. 

 
Figure 3 Frequency distribution of data accuracy divided by quality classes. 

Evaluation: Following the assessment, the quality of each of the 63 data clusters was interpreted. By applying 
the range in Table 5 constructed in the theoretical case, it can be noticed that 68% of data are ‘Sufficient’ and 
32% are ‘Good’.  
Validation: The evaluation showed that the classification does not respect the logical rules. The majority of 
data were judged ‘Sufficient’, which goes against two rules (R1, R3). No data were considered ‘Excellent’ or 
‘Insufficient’, which once again does not respect the logical rules (R6). Although all other rules were 
respected, there is a need for investigation before including data in a decision-making process. 
Investigation: The investigation involved interviews with company employees. The data gathering method 
and data assessment technique were inspected to identify any problem explaining the low quality. However, 
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the forest products company experts did not find their level of data quality illogical or surprising. An inherent 
problem in their situation is the data collected by harvesting contractors hired by the company to supply the 
raw material. They are not directly affected by the impact of low data quality and thus their dedication is not 
assured. This, in addition to the mentioned challenge of uncertain supply in forestry (predicting tree growth, 
large area, publicly owned land), explains why the theoretical quality class may not represent the reality of the 
forest products company and needs to be adjusted. 
Verification: The cause of the change is permanent so the quality table should be modified. As mentioned 
previously, the first time the method is applied, an adjustment is expected to create a customized quality table. 
Adjustment: Here, quality classes have to be adjusted to make sure that all the logical rules will be respected. 
The ‘Good’ class threshold was therefore reduced so the highest quality forests could be judged as ‘Excellent’. 
Although it is possible that no data are judged as of ‘Insufficient’ quality, feedback from the organization 
showed that the actual level of quality would certainly need improvement. The ‘Sufficient’ class was thus 
adjusted so the lowest quality could be judged as ‘Insufficient’. The theoretical and practical classifications 
for the accuracy dimension are presented in Table 6. 
 

Table 4 Theoretical and revised accuracy classes 

 Quality 
dimensions Theoretical  

accuracy 
Revised  
accuracy Quality 

classes 
 

Excellent 95%-100% 80%-100% 
Good 75%-94% 65%-79% 

Sufficient 40%-74% 55%-64% 
Insufficient 0%-39% 0%-54% 

 
Evaluation and Validation: The data were evaluated a second time using the revised quality classes. Figure 
4 presents the comparison with the previous classification. As the current classification respects all logical 
rules, data can be used in the decision-making process. Looking at the percentile, the results are not far from 
the one suggested in Section 4. All forest sectors in the 84th and above percentile are considered ‘Excellent’ 
and sectors between the 34th and the 83rd percentile considered ‘Good’. Forest sectors between the 5th and the 
33rd percentile are ‘Sufficient’ and anything below the 5th percentile is Insufficient’.  
 

 
Figure 4: Evaluation of data accuracy with theoretical and revised classification 
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Application: With the classified data, users now have more insights on their data quality, which can support 
the decision-making process. For the organization, data accuracy becomes an indicator of the level of 
uncertainty related to their data. As this company sells its products following a push system before even 
producing them, it will now be able to use data accuracy to generate more representative production prediction. 
Knowing which forests are more reliable, the company will also be able to adjust its commitment to its clients 
accordingly. Regarding supply decisions, the company also planned on using quality levels to distribute 
uncertainty among the wood harvesting teams as some teams are never sent to harvest ‘Good’ forests. This 
may seem like a minor problem, but it causes dissatisfaction within the company and an unfair repartition of 
profit since the teams are paid based on their productivity. By knowing which forest has ‘Sufficient’ or 
‘Insufficient’ quality, the company can make sure to divide the worst forests equally between harvest teams. 
Another example of application is presented in detail in the following subsection. 
 

5.3 Applying the Classification Method for a Transportation Problem 
The theoretical case and the practical case have shown how to classify data quality. To answer our second 
research question, we present an example of application which demonstrates how the classification method 
could be used to support planning decisions in a typical transportation problem. We also compare the use of 
the method with the cases where detailed data accuracy is considered and no strategy at all is put in place. The 
objective of the planner is to minimize the transportation cost based on an estimation of available supply 
volumes and a known demand. Linear optimization methods are used to simulate the decisions made by the 
planner. The network is a subset of the partnering forest products company, including the operations of 14 
forests and 5 sawmills. Figure 5 is a representation of this problem.  

 

Figure 5 Graphic representation of a forest products company supply network. 

Three types of instances are considered, each with a different way of using the predicted supply availability. 
First (I) the estimated volumes are used directly without consideration for data quality. The estimated data 
comes from the Quebec Ministry of Forests, the entity normally responsible for forest data collection. This 
first instance is represented by a deterministic model since the uncertainty is not taken into account. This 
instance is the closest to the actual planning process of the partnering forest products company. The second 
instance (II) uses the frequency distribution of the data quality accuracy to represent the behavior of the 
uncertain supply availability. Each forest is associated to a unique probability distribution of possible available 
supply based on the historic difference between what was estimated and what was harvested. For the last 
instance (iii), a probability profile is created for each quality class based on a normal distribution, where better 
quality offers smaller deviations and vice-versa. Each forest with the same quality is associated to the same 
probability distribution of possible available supply. Considering the supply as a distribution of potential 
available volume made the second and third instances impossible to solve using the same deterministic model 
developed for the first instance. A two-stage stochastic problem was therefore formulated based on the 
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deterministic model to solve these instances. It was solved by applying the Sample Average Approximation 
method which comes from Monte Carlo sampling (Zanjani et al. (2013), Santoso et al. (2004), Kim et al. 
(2011)). Results of all three instances are presented in Table 7. All costs coming from stochastic optimization 
are represented as an average over 100 scenarios. 

Table 5 Average transportation cost and volume for the transportation problem investigated. 

Scenario 
I. Harvesting volume 
predicted manually 

(Without data quality) 

II. Supply predicted with 
detailed accuracy 

(With data quality assessment) 

III. Supply predicted with 
quality level 

(With classification method) 

Predicted costs 
(Volume) 

$3,733,030 
(387,176m3) 

$4,067,916 
(386,157m3) 

$3,855,333 
(387,132m3) 

Committed costs 
(Volume) 

$1,390,480 
(211,966m3) 

$1,406,607 
(213,151m3) 

$1,438,043 
(216,640m3) 

Adjustment costs 
(Volume) 

$2,345,060 
(175,209m3) 

$2,109,862 
(174,024m3) 

$2,202,228 
(170,535m3) 

Total costs 
(Volume) 

$3,735,540 
(387,175m3) 

$3,516,468 
(387,175m3) 

$3,640,270 
(387,175m3) 

Comparison with 
scenario I --- -5.86% -2.55% 

 
The predicted costs in Table 7 represent the predicted transportation cost between the forests where wood is 
harvested and the sawmills where the wood is processed. Although the forest products company may try to 
respect the transportation planning, the uncertain supply can make it impossible to do so because the estimated 
available wood volume is not enough to produce what was planned. There is a part of the predicted transport 
that will be executed without any issue, which is presented in Table 7 as the committed costs. For the missing 
supply, the company will have to pay adjustment costs so the sawmills will not run out of wood.  The total 
costs represent the sum of the committed and the adjustment costs. 
The planner usually prefers a solution in which more committed volume is considered, meaning fewer volume 
adjustments as they come at a higher cost. Looking at the results in Table 7, the scenario using data quality 
classification (III) seems to perform well. It is the most stable option since it offers more committed volume 
and less volume adjustment. However, because the adjustments cost more than the instance directly using data 
accuracy (II), it is not the option offering the lowest total costs. It is not surprising that the instance offering 
the lowest total cost is the second, since the supply is based on the detailed accuracy. While it may be possible 
to use past accuracy in this application based on historic data where the actual supply availability is known, it 
is a challenge to predict with certainty the accuracy of multiple forests. On the other hand, classification can 
be an easier way to predict supply variation and still show more potential than using estimated volume directly. 
 
As an extension to the transportation problem, classified data quality could be used to create realistic scenarios 
over more than one company. Using data quality to describe clusters of similar trees could thus become a way 
of describing large, harvested area in a more detailed manner. Instead of expecting ±20% volume overall, each 
forest or area, could have its own uncertainty measure. An example of this concept is presented in Figure 6. 
There, each of the four identified areas has its own level of uncertainty, as shown in the legend. This 
differentiation could be used in governmental study and the resource distribution. 
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Figure 6 : Map of the forest management units in Quebec1 as an example of how to use data quality to model 
uncertainty  

 

6 Discussion 
The article attempted to answer two research questions, conceding how to classify data quality and how to use 
it to benefit decision-making processes in uncertain context. The classification method presented in Section 4 
encompasses steps to follow so as to classify data quality. An example of application of the classification 
method for a simple transportation problem then showed how the quality classes could be used to represent 
probability distributions of errors on uncertain data and how it could lead to a higher committed transportation 
cost (3.42%), a lower adjustment cost (-6.09%), and a reduced total cost (-2.55%). 
Peffers et al. (2006) identified three objectives to evaluate a method like the one presented in this article. First, 
the research should produce a design consistent with prior research theory and practice. The method developed 
with the practical point of view of a partnering organization and with guidelines from the literature met this 
objective. Second, it should provide a nominal process. The method was indeed applied to a theoretical and a 
practical case. The comparison to a similar classification also showed that the method is effective for its 
intended purpose. Thirdly, the research should provide a mental model for the characteristics of research 
outputs. The method presented in Section 4 represents all steps to follow and could be applied without 
modification. This was demonstrated by the demonstration of application to a theoretical case and a practical 
case. The results of data quality assessment technique could create an overload of information (Fisher and 
Kingma, 2001). The addition of a classification phase can help the interpretation of data quality and simplify 
the inclusion into the decision-making process. The proposed classification model thus satisfies the three 
objectives and is considered a valid design. 
The application of the proposed classification method to a theoretical case as presented here, confirms the 
need for an adaptive method. The quality classes constructed for the theoretical dataset (Figure 5) were a better 
choice for the dataset in Table 4 when compared with general tables. It covered all possible accuracy 
performance as opposed to Blake and Mangiameli (2011)’s table. It was also more aligned with the experts’ 
insights, indicating when some accuracy performance was ‘best’ or ‘worst’ as opposed to Holden et al. 
(2005)’s table. However, when applied to the practical case study in Section 5.2, the classes did not reflect the 
current state of data quality for the context and a new table was constructed. This not only demonstrates that 
data quality is context-specific, but also that it should evolve with a company. 

1 The original map can be found on the government website:  https://mffp.gouv.qc.ca/les-forets/amenagement-durable-forets/les-droits-
consentis/lunite-damenagement-ua/ 

Level of 
uncertainty 
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In this article, we presented one example where data quality can improve decisions, but there are multiple 
other opportunities to be explored. The quality levels could be used as a surrogate data quality tag to give 
information on data quality level to the decision makers without the cost and time necessary to keep typical 
tags updated (Woodall et al. 2019). For example, knowing the level of accuracy of data describing the resource 
availability can lead to better control over logistics. Fewer errors in supply and inventory data could also result 
in fewer changes and improved efficiency in production activities. Accounting for data accuracy in production 
systems allows better adjusting to upcoming changes. It could be directly linked to the level of safety stock 
that should be maintained at different points in the supply chain. Furthermore, more reliable planning means 
more accurate information to support sales activities, entailing a better customer service and possibly more 
revenue. 
Regarding the limitation of our work, the classification method was constructed for the purpose of supporting 
decisions in procurement planning processes subject to uncertainty related to the predicted supply. It is 
possible that such method would be of benefit for other problems, such as decision in production planning or 
data describing demand subject to uncertainty. The research would also benefit from tests on case studies from 
other sectors where the uncertain supply has to be predicted, such as agriculture, bioethanol fuel, or textile 
industries.  
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7 Concluding Remarks 
The objective of this paper was to propose a classification method for data quality that could also be used as 
a support for the decision-making process. By following the ADR methodology, the resulting iterative method 
is designed to classify the quality of data as ‘Excellent’, ‘Good’, ‘Sufficient’ or ‘Insufficient’ compared to 
typical organization standards. The method was applied to a theoretical case using data quality performance 
from the literature and to a practical case using historical data from a forest products company. A 
demonstration on the application of quality case to a transportation case showed the benefits of including data 
quality into decision-making processes. There are many approaches to data quality and decision-making under 
uncertainty. The method proposed in this article connects the two perspectives.  
This article contributes to data-quality research in three ways. First, the proposed classification method 
provides an interpretation of the results of typical assessment techniques. Even though there are many ways 
to quantify data quality, a few articles propose efficient ways to include this information in the decision-
making process. In today’s context of big data, it can become overwhelming for decision makers to know the 
level of quality. Secondly, the adaptive classification method is developed so as to represent the state of data 
quality for an organization compared to its own standard. By comparing general classification tables with the 
proposed adaptive classification method in a theoretical case, it showed that data quality must be evaluated 
based on past quality levels. Quality levels are specific to each process and should evolve with a company, 
which becomes possible by using the proposed classification method. Applying the proposed classification 
method to a real-life dataset supplied by a forest products company also supported the need for quality levels 
which evolve according to their reality. The proposed classification method applied to the theoretical case and 
the practical one thus leads to different quality levels. A third contribution of this paper is to propose data 
quality levels to assess uncertainty in decision making. The qualitative representation can be used to facilitate 
the inclusion of data quality into algorithms supporting decision making, as demonstrated with the application 
to a transportation problem. Furthermore, the partnering company aims to use data quality levels to better 
distribute uncertainty among its harvesting teams, so that the negative impact of poor data quality will be 
spread between them. Two employees who have to deal with data uncertainty daily followed the project to 
confirm that the results obtained properly reflected their reality.  
Further research could aim to expand the relationship between data quality and decision making. We presented 
an example of application to a transportation problem, but many other opportunities exist. The quality may be 
an asset in other types of problem like production planning, procurement planning, inventory management, 
etc. It would also be beneficial to expand the tests presented in this paper and consider a more complex 
transportation problem. Since the focus of this article was mainly the quality of supply data, it could be 
interesting to look at the demand. Regarding the chosen case study, the quality table used for the forestry data 
could be compared to the quality table constructed for other sectors dealing with supply uncertainty to verify 
if there is a trend in the quality of supply data. Another possibility of research could be to use data quality 
classes in a predictive model.  
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Annex 1: List of data quality assessments and their level of quality 

 

Source Accuracy 

Quality level 

Proposed 
Classification 

Blake and 
Mangiameli 
(2011), 

Holden et al. 
(2005) 

Baker et al. (2007) 92.3% Good High quality Exceptional 
Barlow et al. (1994) 98% Excellent High quality Exceptional 
Barrie and Marsh 
(1992) 

92.9% (worst) Good High quality Exceptional 
97.8% (best) Excellent High quality Exceptional 

Congalton (1991) 
74% Sufficient --- Above average 
78%-89% (improved) Good Medium quality Exceptional 

Faulconer and de 
Lusignan (2004) 75% Good --- Exceptional 

Goodyear-Smith et 
al. (2007) 

89% (worst) Good Medium quality Exceptional 
97% (best) Excellent High quality Exceptional 

Hohnloser et al 
(1994) 74.1% Sufficient --- Above average 

Lauren (1986) 93.7% Good High quality Exceptional 
Maresh et al (1986) 95% Excellent High quality Exceptional 

Morey (1982) 
75% Good --- Exceptional 
84.7% (improved) Good Low quality Exceptional 

Persell et al. (2009) 72% Sufficient --- Above average 
Powell et al. (2006) 68% Sufficient --- Above average 

Pringle et al. (1995) 
47.4%(worst) Sufficient --- Average 
96.7% (best) Excellent High quality Exceptional 

Ricketts et al. 
(1993) 

44% (worst) Sufficient --- Above average 
67% (best) Sufficient --- Average 

Saigh et al (2006) 45% Sufficient --- Average 
Sigurdardottir et al. 
(2012) 96.4% Excellent High quality Exceptional 

Viscusi et al. (2014) 
44% (overall) Sufficient --- Average 
78.4% (best) Good --- Exceptional 
5.4% (worst) Insufficient --- Below average 

Wagner and Hogan 
(1996) 83% Good Low quality Exceptional 

Wilton and Pennisi 
(1994) 89.8% Good Medium quality Exceptional 

Yarnall et al. (1995) 62% Sufficient --- Above average 
82% (improved) Good Low quality Exceptional 

 
  

A Method to Classify Data Quality for Decision Making under Uncertainty

24 CIRRELT-2022-10



Source Completeness 

Quality level 

Proposed 
Classification 

Blake and 
Mangiameli 
(2011), 

Holden et al. 
(2005) 

Barlow et al. (1994) 92.5% Good High quality Exceptional 
Barrie and Marsh 
(1992) 

45.9% (worst) Sufficient --- Average 
82% (best) Good Low quality Exceptional 

Conroy et al. (2005) 
38% (worst) Sufficient --- Average 
98% (best) Excellent High quality Exceptional 

Edsall et al. (1993) 87% Good Medium quality Exceptional 
Faulconer and de 
Lusignan (2004) 90% Good Medium quality Exceptional 

Forster et al. (2008) 
89.1% Good Medium quality Exceptional 
94.7% (improved) Good High quality Exceptional 

Goodyear-Smith et 
al. (2007) 

20% (worst) Insufficient --- Below average 
70% (best) Sufficient --- Above average 

Gouveia-Oliveira et 
al (1991) 81.6% (average) Good Low quality Exceptional 

Hohnloser et al 
(1994) 54.5% Sufficient --- Above average 

Johnson et al. 
(1991) 28.2% Sufficient --- Average 

Jones and Hedley 
(1986) 

90.3% (worst) Good Medium quality Exceptional 
100% (best) Excellent High quality Exceptional 

Kuhn et al (1991) 90.7% Good Medium quality Exceptional 
Lakshminarayan et 
al. (1999) 

50% Sufficient --- Above average 
90.9% (improved) Good Medium quality Exceptional 

Linder et al. (2009) 
36% (worst) Sufficient --- Average 
93% (best) Good High quality Exceptional 

Persell et al. (2009) 
70.1% (worst) Sufficient --- Above average 
98.1% (best) Excellent High quality Exceptional 

Pringle et al. (1995) 
27.2%(worst) Sufficient --- Average 
100% (best) Excellent High quality Exceptional 

Ricketts et al. 
(1993) 

17% (worst) Insufficient --- Below average 
53% (best) Sufficient --- Above average 

Sigurdardottir et al. 
(2012) 99.15% Excellent High quality Exceptional 

Viscussi et al. 
(2015) 

5% (worst) Insufficient --- Below average 
91.6% (best) Good Medium quality Exceptional 

Wagner and Hogan 
(1996) 93% Good High quality Exceptional 

Wilton and Pennisi 
(1994) 88.4% Good Medium quality Exceptional 

Yarnall et al. (1995) 79% Good --- Exceptional 
84% (improved) Good Low quality Exceptional 
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Source Consistency 

Quality level 

Proposed 
Classification 

Blake and 
Mangiameli 
(2011), 

Holden et al. 
(2005) 

Ronveaux et al. 
(2005) 

31% (worst) Sufficient --- Average 
53% (overall) Good --- Above average 
73% (best) Good --- Above average 

Mezzanzanica et al. 
(2015) 

33% Sufficient --- Average 
89.2% (improved) Excellent Medium quality Exceptional 

Source Timeliness 

Quality level 

Proposed 
Classification 

Blake and 
Mangiameli 
(2011), 

Holden et al. 
(2005) 

Hartig and Zhao 
(2009) 75% Good Medium quality Exceptional 

Sigurdardottir et al. 
(2012) 

84.8% (worst) Good High quality Exceptional 
96.9% (best) Excellent High quality Exceptional 

Viscusi et al. (2014) 32.7% Sufficient Low quality Average 
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