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1 Introduction

Modern decision-making support has drastically improved throughout the last decades, allowing decision-makers to tackle planning problems of ever increasing scale, complexity and detail. Access to increasing sources, variety and amounts of data has improved the ability of modeling information and to generate knowledge. “Data-driven” decision support has therefore become increasingly popular and successful. At the scientific forefront, approaches aiming at directly deriving decisions from data have made remarkable progress [see, e.g. 4, 12]. While this remains a worthwhile research direction [see, e.g. 10], currently available approaches have limitations when tackling more complex planning problems. Instead, the predict-then-optimize paradigm still remains the standard for the vast majority of planning problems. To this end, a large variety of predictive models are nowadays readily available, which has led to more effective optimization models in practice. However, a main question that remains for decision-makers using this paradigm is: how reliable is the quality and performance of optimal decisions obtained from an optimization model when its predicted parameters are uncertain or the predictive model itself is ambiguous?

Uncertainty generally refers to the lack of knowledge (here, concerning the parameter values), while ambiguity expresses the possibility of entertaining several interpretations (here, concerning the model) at the same time. When parameter uncertainty is prevalent, a more realistic characterization of the underlying uncertainty has enabled the use of different optimization paradigms, ranging from stochastic to robust optimization, by explicitly accounting for the uncertainty within the models. However, even when parameter uncertainty is relatively small, model ambiguity may prevail. Hence, even a good predictive accuracy may not guarantee high quality decisions induced from such a model, particularly in combinatorial optimization problems, where small parameter variations in the predictive model may lead to structurally different planning solutions. It is therefore the natural desire of the decision-maker to reduce such model ambiguity, and to select a model that guarantees, as much as possible, a reasonable performance in practice. In this paper, we aim at providing a remedy to the ambiguity of Choice Models, a specific class of predictive models, popular in the broad field of Management Sciences.

1.1 Choice model ambiguity and assortment optimization

Choice model ambiguity. Choice Models (CM) aim at explaining and predicting the choice of individuals or entities in complex situations. They have been successfully employed in several domains and are increasingly gaining popularity. Prominent examples are transportation, where the transportation mode is to be predicted among several alternatives [see, e.g. 2], and revenue management, where the product choice of customers is to be predicted among the available alternatives (the related literature is reviewed below). Choice models are either completely, or partially, estimated based on historical observations. For several important applications, choice models outperform existing Machine Learning models in terms of predictive accuracy. More importantly, in contrast to the large majority of Machine Learning models, decision-makers may optimize on choice models.

![Figure 1: Classical two-step decision making approach based on choice models.](image)

The classical two-step approach (see Figure 1) involves estimating a choice model from data in the first step. Then, optimal decisions are derived by optimizing on the choice model. Unfortunately, inheriting the characteristics of predict-then-optimize approaches, even when all choice models are estimated under the same conditions and estimation criteria, they may be subject to ambiguity. Generally speaking, ambiguity among choice models (or among predictive models in general) may occur due to multiple choice model optima that satisfy the estimation criteria. Next to data noise, which may be unavoidable, common reasons include:

1. Lack of generalization. Choice models may be trained on data that is insufficient in quantity or in dimensions. The estimated model may therefore not provide accurate predictions in the general case under different data.
2. Over- and underfitting. The type of choice model used may have a structure that is too flexible or too restrictive for the given application, which may lead to over- and underfitting, respectively.

3. Different estimation methods. Choice models can be estimated using a variety of different estimation methods, each of which may lead to a different calibration of the choice model.

4. Randomness. Even when ambiguity due to the aforementioned aspects is minimal, the random nature of estimation methods (and their use of optimization solvers) remain a source of ambiguity. Due to random behavior, the estimation method may converge to different optima.

It is also important to highlight that the concept of handling ambiguity in decision-making has been recognized in the literature. For instance, [21] models the value of information to handle ambiguity and [18] studies the value of information under conditional and unconditional ambiguity.

The issue of ambiguity is not only related to the estimated models themselves and their predictive performance, but more importantly to the optimal decisions they entail. As such, different choice models may imply optimal decisions that are drastically different from one another. To the decision-maker, avoiding induced decisions of low quality is therefore of uttermost importance. Unfortunately, the risk of low quality decisions increases in the case of discrete choice models, where individuals do not take continuous, but discrete decisions, and when the planning problem is of a combinatorial nature.

This work therefore aims at addressing the issue of choice model ambiguity, and how it can be mitigated in order to improve the performance of the induced decisions. More specifically, we are interested in identifying techniques to discriminate the quality of choice models, as well as making ideal decisions under choice model ambiguity, instead of basing our decisions on a nominal choice model. In particular, we will propose techniques that allow decision-makers to induce decisions that perform well due to their stability, i.e., optimal decisions that stabilize the information from multiple choice models. As a case study, we will use one of the most prominent applications using discrete choice models, namely Assortment Optimization.

Assortment optimization. A fundamental aspect of maximizing profits in most businesses involves the decisions regarding the range of products that should be offered to customers. In general, the set of products that a business offers to its customers can be defined as an assortment. Determining a reliable assortment tends to be a critical task, since it naturally impacts the total sales and profitability. Practical examples of this include retailers, as well as online shopping platforms. Given a gamut of products \( N \), each with an estimated revenue \( r_i \), \( i \in N \), the Assortment Optimization (AO) problem seeks to identify a subset of products \( X \subseteq N \) such that the expected revenue generated by these assortment decisions is maximal, while taking into account customer buying behavior, product revenue and other context-specific constraints (for instance, assortment size).

Within the predict-then-optimize paradigm in the context of Assortment Optimization, discrete choice models have been shown to be particularly effective [see, e.g. [13], [23], [14]]. As we will review in the next section, different types of choice models have been proposed in order to represent the customer buying behaviour. For each of those choice models, different estimation methods have become available, typically estimating a model from historical sales and assortment data. Each of those aspects are potential sources to provide model ambiguity, even if each model has been estimated on the same data.

1.2 Related literature

We now discuss the literature related to our work. We first review the most popular types of discrete choice models, particularly those used in the context of assortment optimization, along with their estimation methods. For a more detailed review of choice models and their estimations, we refer the interested reader to [16], [23] and [3], as well as the references therein. We then discuss how choice model ambiguity has been handled in the literature.

Discrete choice models and their estimation. Discrete choice models have been successfully used in several domains and undergone an impressive evolution over time. They can roughly be divided into two families: parametric random utility maximization (RUM) models and non-parametric exponential models. Parametric RUM models use a constant number of parameters. Prominent classes of models in this family include the Multinomial Logit (MNL) model, which assigns different utility values to the available choice alternatives for a single customer type that then selects the product with highest utility. The MNL model assumes independence between the available choices [known as Independence of Irrelevant Alternatives, [1],
which falls short of explaining more complex choice behaviour such as product substitution\(^1\). A multitude of extensions of the MNL model has since been proposed. For instance, the Nested Logit model\(^2\) provides the possibility of representing choice substitution and the Mixed-MNL model includes several classes of customers. Given that parametric models still rely on a certain market knowledge, their estimation is prone to risks of under- and overfitting, and thus choice model ambiguity.

Non-parametric choice models are characterized by a flexible structure, which may adapt to the level of estimation precision of the model. Rank-based (RB) models\(^3\) are undoubtedly among the most popular in this class. Here, preference sequences (i.e., ordered lists of the choice alternatives) represent the choice behaviour of a customer type. A customer then selects the product that ranks highest in her list and is also available in the assortment. The choice model itself is composed by a set of different customer types, along with a probability distribution over the different types. A major computational challenge stems from the number of possible preference sequences, which is theoretically exponential large in the number of choices alternatives. As a result, a variety of different estimation methods have been proposed to overcome this challenge. Mainly,\(^4\) introduced the market discovery algorithm, a column-generation based method that iteratively generates preference sequences and therefore gradually improves the model fit. While the market discovery algorithm originally maximizes the log-likelihood probability, different variants have been proposed to instead minimize the \(L_1\) (least absolute deviation) estimation error [e.g. 5, 14]. Those models remain highly attractive for practitioners, given that they are acknowledged for relatively high predictive accuracy [see, e.g. 3], their estimation is computationally tractable [see, e.g. 24, 14] and they can be efficiently optimized on [see, e.g. 7]. However, both their flexibility and their variety of possible estimation mechanisms are a major source of choice model ambiguity. Finally, a more recent branch of research focuses on capturing non-rational choice [see, e.g. 9, 13]. Given that such choice models require an even more flexible structure, they are prone to even more ambiguity.

**Choice model uncertainty and ambiguity.** The issue of statistical and numerical errors within the estimation procedure leading to ambiguity in the resulting choice models has been generally recognized in the literature. Most works have addressed this issue by explicitly modeling the uncertainty around the parametric structure of the choice models. Particular advancements have been made in the area of Assortment Optimization, where a significant part of the literature focuses on deriving robust assortments that perform best under worst-case choice model parameters. In that sense,\(^5\) consider a robust assortment optimization problem under the well-known Multinomial Logit model, in which the customer utility vector is uncertain. With capacity constraints, the authors solve the problem under the assumption of a box uncertainty. As a direct extension,\(^6\) consider that the entire utility vector of the customer may be uncertain, which leads to an uncertainty set of different customer types. This problem maximizes the expected assortment revenue and is known as the Mixed-MNL model. While this choice model explicitly represents several customer types, ambiguity concerning the entire choice model itself is not considered.\(^7\) propose a more general \textit{min-max} framework for robust assortment optimization, where the uncertainty on choice probabilities is encoded in a system of linear equations. The authors show how to model and solve problems under the Markov-chain and the MNL models under specific conditions on the uncertainty sets. While the framework itself is quite general, it still has to be explored under which conditions more general ambiguity sets and choice models, such as RB models, can be solved.

For RB choice models,\(^8\) recently provided a characterization of an optimal assortment that maximizes the expected revenue under any worst-case choice model that is coherent with historical transaction data [see 12]. The author elaborates on the computational complexity and shows that, under such rather conservative choice model uncertainty, the problem can be solved in polynomial time. For similar choice model uncertainty,\(^9\) maximize the expected assortment revenue under the worst-case order of the preference list in a problem setting where the cumulative effect of unavailable products over time is taken into account. An interesting recent direction in robust assortment optimization is taken by\(^10\). Instead of returning a single assortment that performs best under worst-case choice model uncertainty, the authors optimize the probability distribution over all feasible assortments such that the expected revenue is maximized under worst-case uncertainty. Computational experiments are provided under the assumption of norm-ball uncertainty for the constrained MNL model, the general Markov Chain model and a RB model.

Two works particularly related to our work can be found in the context of Product Line Design, a

---

\(^1\)Product substitution refers to the fact that a customer may choose an alternative product, if her preferred product is not available. This also implies that adding a certain product to the offer set may reduce the sales of other products.
combinatorial optimization problem in revenue management that is similar to Assortment Optimization both in its objective and its structure. [25] consider a simpler RB choice model variant, in which all customers have the same probability. The underlying uncertainty ultimately results in a discrete set of customer scenarios. Instead of maximizing revenue under the worst-case scenario, the authors minimize the ex-post regret, i.e., the maximum opportunity loss of selecting a product design different then the one that would be optimal for the specific customer scenario. Also in the context of robust Product Line Design, [6] consider a variety of different uncertainty sets and show that approaches based on a nominal choice model may severely under-perform the robust approaches in the worst case.

Although the studies above have tackled the uncertainty around the parametric structure of choice models, few have addressed the ambiguity among choice models that have already been estimated. Indeed, certain parametric uncertainty sets (such as boxes or norm-balls on utility values) may result in overly conservative choice model ambiguity sets. Here, [6] are the exception, given that the authors also propose an ambiguity set composed of a discrete set of choice models. The authors introduce a robust model that maximizes the estimated revenue under the worst-case choice model. Given that the problem remains difficult to solve, the authors also provide a heuristic approach that can tackle the nominal and robust variants of the problem. Representing choice model ambiguity in the form of a discrete set of choice models holds several advantages. In particular, it allows for more flexibility since choice models can easily be included or omitted. This easily enables the decision-maker to adjust the level of conservativeness with regards to the assortment decisions.

To the best of our knowledge, our paper is the first attempt to explicitly reduce ambiguity before the actual optimization model is employed. Finally, we note that only few works have considered parameter uncertainty within RB choice models, which subsume RUM models and are the focus of our case study.

1.3 Objective and Contributions

The principal objective of this paper is to propose techniques to mitigate choice model ambiguity. To this end, its main contributions can be summarized as follows:

1. General evaluation framework to gauge reliability: We provide a general framework to gauge the reliability of the various choice models. This framework, coupled with a specific performance metric, can hence be used to efficiently reduce the ambiguity set prior to optimization. The use of our evaluation approach thus directly leads to an overall less conservative optimization approach when facing the considered uncertainty.

2. Performance metrics and classification scheme: We propose a classification scheme for performance metrics, as well as several concrete instances of such general metrics, which can be used within any predict-then-optimize framework based on choice models to “score” the quality of the decisions induced by a given choice model. These metrics therefore go beyond predictive accuracy of choice models, and directly consider their impact on the quality of the optimal decisions, contributing to the research gap between data and decisions [see, e.g. [10]]. We also give an example of an application-specific performance metric. Both the evaluation framework and the performance metrics are then interpreted in the context of rank-based choice models for Assortment Optimization.

3. Robust Optimization decomposition method. We consider the robust optimization problem in the context of assortment optimization as introduced by [6] in order to hedge the risk of using ill-suited choice models by providing worst-case protection. We explicitly formulate the problem for general rank-based choice models as a Mixed-integer programming (MIP) model, which can be solved by general-purpose MIP solvers. We provide an efficient decomposition approach to solve this problem to optimality, which reveals that only a small percentage of the choice models are critical in determining robust optimal solutions. Consequently, this reduces the time required to solve the problem by more than 85% on average and allows us to efficiently solve large-scale problems in a matter of minutes.

4. Extensive numerical experiments. Finally, we provide extensive computational experiments based on a large set of RB problem instances: (i) we explicitly analyze and quantify the ambiguity stemming from the most basic source of ambiguity: numerical randomness when executing the code of the estimation method; even under such an inevitable error source, the ambiguity can be quite high, leading to a performance variation of up to 60% of the estimated assortment revenue among the models; capturing
an average of up to 93.3% of the optimal revenue for the considered ground truth; it is here worthwhile to mention that we also found that an MMNL generating ground truth, popular in the literature, results in much lower ambiguity; (ii) we compare the expected revenues among the assortments induced by the individual choice models, the choice models recommended by the various metrics and those proposed by the robust optimization model. Our results indicate that the proposed metrics successfully reduce ambiguity and retain choice models of high quality: selecting a single choice model according to any of the decision-driven metrics allows to capture an additional 4%-13% of the optimal revenue on average when compared to the mean revenue performance of assortments optimized on the individual choice models from the ambiguity set. One of the proposed metrics captures an additional 8.5%-12.9% of the optimal revenue among the different problem instance classes. The robust optimization model also successfully hedges against ambiguity. It captures about 2% of additional revenue when compared to the revenue induced by the choice model stemming from the best performing metric. Finally, (iii) we quantify the revenue improvement when using the robust optimization model based on a subset of the choice models recommended by the various metrics, enabling certain models to capture an additional 2%-3% of the optimal revenue when compared to the robust optimization over all available choice models, which corresponds to 95-96% of the optimal revenue on average.

Our developments enable decision-makers to benefit from the advantages of optimizing on a discrete set of choice models in contrast to optimizing on a parametric uncertainty set: (i) it gives the decision-maker more control over the ambiguity set; (ii) it allows the decision-maker to impose other criteria than just fitting historical data on considered choice models; (iii) any ambiguity set can be sufficiently well represented by a discrete set by using an appropriate sample of choice models.

1.4 Organization of the paper
Section 2 introduces the general evaluation framework and four novel metrics that distinguish choice models based on their probabilistic structure and their induced decisions. These metrics are then interpreted in the context of rank-based choice models for assortment optimization. Section 3 introduces the robust assortment optimization problem. To solve the robust problem, we propose a min-max decomposition framework. Section 4 provides extensive computational experiments that thoroughly analyze the quality of the resulting assortments obtained from the deterministic and robust models, as well as from the choice models ranked best among the four metrics. Finally, we conclude in Section 5 and propose future research directions.

2 Framework to Identify High-quality Choice Models
In this section, we first introduce the general framework to quantify the quality of a given choice model. We here assume that the decision-maker has available a finite set of different choice models, each considered to be well fitted to the available training data. This is then followed by a formal introduction of novel metrics that are used to distinguish choice models by their ability to induce reliable decisions.

Notation. We generally use bold faced characters such as $\mathbf{x} \in \mathbb{R}^N$ and $\mathbf{A} \in \mathbb{R}^{M \times N}$ to represent vectors and matrices. We use $x_i$ to denote the $i$-th element of vector $\mathbf{x}$.

2.1 General evaluation framework and performance measures
We will first introduce the general framework, independent from a specific application. We then interpret the framework in the context of assortment optimization.

2.1.1 Application independent framework.
Let us assume that the decision-maker has access to a discrete and finite set of $D$ choice models, referred to as the ambiguity set, given as:

$$\mathcal{D} := \{C_d : \forall d \in \{1, \ldots, D\}\}.$$  \hfill (1)
We assume that each choice model $C_d$ in set $\mathcal{D}$ satisfies the criteria of sufficient estimation defined by the decision-maker (typically a sufficiently well fit to the training data). The decision-maker therefore faces a problem of choice model ambiguity, and may not know which model to rely on. As outlined in Section 7 this ambiguity may have several sources, such as the use of different estimation methods or simply by obtaining different models at each execution of the same estimation method (also see Section 6). Typically, the available choice models are prone to structural differences. Note, again, that these structurally different models may provide the same accuracy of prediction error on several data sets, or even provide the same choice predictions for all choice offers on certain data sets. However, given the structural difference between the models, this will not hold true on all possible data sets, and models may therefore induce different decisions. In practice, some of these decisions can lead to poor performance, caused by the ambiguity around the quality of the choice models in set $\mathcal{D}$. Let $x_d^*$ be the vector of optimal decisions induced from choice model $C_d \in \mathcal{D}$. We introduce the set of optimal decisions induced by a choice model $C_d \in \mathcal{D}$ as:

$$X^* := \{x_d^* : \forall d \in \{1, \ldots, D\}\}.$$  

A decision-driven approach for interpreting the level of reliability of the vectors of optimal decisions in $X^*$ is by exploiting the probabilistic structure of the predictive models in $\mathcal{D}$. In other words, we are interested in gauging the reliability of the optimal decisions in set $X^*$ by computing a relative performance measure of a given optimal decision $x_d^* \in X^*$ under the probability mass function of choice models $C_m \in \mathcal{D}$, $d \neq m$. To this end, we will first define a relative performance measure.

**Definition 1. Relative performance measure.** A function $P(x_d, C_m) \rightarrow \mathbb{R}$ is called a relative performance measure, if it defines a criteria to estimate the quality of decisions $x_d$ under the choice behaviour dictated by choice model $C_m$.

In the context of assortment optimization, such a relative performance measure may be the estimated revenue of assortment decisions $x_d$ under a different choice model $C_m$. Such a measure first estimates the sales probabilities under the specified assortment and then computes the total revenue based on the revenue of each product.

Figure 2 visualizes the concept of using the relative performance measure $P(\cdot, \cdot)$, where each set of decisions $x_d^*$ induced from choice model $C_d$ can be evaluated under different choice models $C_1, \ldots, C_m$, yielding an estimated performance value $P(x_d^*, C_m)$. Loosely speaking, the value $P(x_d^*, C_m)$ quantifies the performance of decisions $x_d^*$ through the lens of $C_m$. Before we dive into several possibilities prescribing how to exploit this relative performance measure using different performance metrics, we will first apply this general evaluation framework in the context of assortment optimization.

### 2.1.2 Rank-based choice models for assortment optimization.

While our proposed evaluation framework and performance metrics are not limited to a specific application and type of choice model, we will use assortment optimization based on a rank-based choice model [14] as a case study. A rank-based choice model $C_d := (\sigma_d, \lambda_d)$, $d \in \{1, \ldots, D\}$, consists of a set $\sigma_d$ of preference
sequences, along with a probability mass function $\lambda_d$ over these preference sequences. While the set $\sigma_d$ of preference sequences can theoretically be exponentially large, it is a common practice to only include the set of preference sequences that have a non-zero probability. Specifically, we also define for choice model $C_d$ an index set $K_d = \{1, \ldots, K_d\}$ of preference sequences, where $\sigma_d^k$ is the preference sequence of customer type $k \in K_d$ with $\lambda_d^k > 0$. Given the structural differences among the choice models $C_d \in D$, the size of $\sigma_d$ and $\lambda_d$ may now also be different for each choice model in $D$.

We now interpret the relative performance measure $P(\cdot, \cdot)$ in the context of assortment optimization, where the performance is typically measured as the estimated revenue of a given assortment, further referred to as the revenue estimate $R(\cdot, \cdot)$. To this end, consider the following binary parameter to represent the choice of customer type $k \in \{1, \ldots, K_d\}$ under a given choice model $C_d$ as:

$$y^k_i(x^*_d, C_d) = \begin{cases} 1 & \text{if product } i \text{ is chosen under assortment decisions } x^*_d \text{ and preference sequence } \sigma^k_d, \\ 0 & \text{otherwise.} \end{cases}$$

Note that, in the specific context of assortment optimization, we define $x^*_d \subseteq \{0, 1\}^N$ as the vector of optimal assortment decisions induced from choice model $C_d \in D$. In particular, $N$ is the number of existing products in the product universe $N$ and the $i^{th}$ element of $x^*_d$ is 1 if and only if product $i$ is part of the assortment.

The total expected revenue of the assortment defined by decisions $x^*_d$ under the probability mass function of choice model $C_d$ is computed as:

$$R(x^*_d, C_d) = \sum_{k \in K_d} \sum_{i \in N} r_i \lambda^k_d y^k_i(x^*_d, C_d),$$

where $r_i$ is the revenue of product $i$, $i \in N$. By definition, $R(x^*_d, C_d)$ is equivalent to the optimal objective function value that is obtained from solving the assortment optimization problem under choice model $C_d$. The relative performance measure of optimal assortment decisions $x^*_d$, here defined as the estimated revenue $R(\cdot, \cdot)$, can also be computed under a different choice model $C_m$, where $m \neq d$:

$$R(x^*_d, C_m) = \sum_{k \in K_d} \sum_{i \in N} r_i \lambda^k_m y^k_i(x^*_d, C_m).$$

The difference between the two revenue estimates given in Equations (3) and (4) is based on the difference of probabilistic structures of $C_d$ and $C_m$ (i.e., $(\sigma_d, \lambda_d)$ and $(\sigma_m, \lambda_m)$, respectively). While Equation (3) defines the nominal revenue obtained under choice model $C_d$ and its optimal assortment decision $x^*_d$, Equation (4) indicates the total expected revenue of this assortment under the probability mass function of $C_m$. Loosely speaking, we are asking choice model $C_m$ to estimate the revenue we may expect when implementing assortment $x^*_d$. Since $C_d := (\sigma_d, \lambda_d)$ and $C_m := (\sigma_m, \lambda_m)$ (where $d \neq m$) represent two unique probability mass functions, $R(x^*_d, C_m)$ is likely to differ from $R(x^*_d, C_d)$. In the next section, we will derive different metrics that gauge the level of reliability of a choice model and its resulting assortment decisions, using Equation (4) to quantify, for example, the opportunity cost of using different choice models under the given decisions.

2.2 Performance metrics

2.2.1 Definition and classification of performance metrics.

With the general objective in mind to interpret the level of reliability of the available choice models in $D$, the relative performance measure $P(\cdot, \cdot)$ defined above evaluates the decisions of one choice model through the lens of another choice model. In order to evaluate the quality of a choice model relative to a set of different choice models, we first formally define a relative performance metric.

**Definition 2. Relative performance metric.** A function $M(C_d, D) \rightarrow \mathbb{R}$ is called a relative performance metric, if it defines a criteria to estimate the quality of a choice model $C_d$ relative to a set of choice models $D$. 

We may classify relative performance metrics into three different criteria: which type of information they process (structural properties), which choice models they need to consult (consensus properties) and the number of choice models whose information is aggregated into the final performance score (performance source properties).

Structural properties are related to the structure of the estimated models and/or the optimal decisions induced by these models. According to their structural properties, metrics can be classified as:

- **Model-driven metrics.** Model-driven metrics analyze characteristics of the structure of the choice model itself. Such metrics may perform well in the case of a strong correlation between the structural properties of the choice model and the quality of its induced decisions. By definition, they do not require to actually identify the actual optimal decisions.

- **Decision-driven metrics.** Decision-driven metrics measure the quality of a choice model \( C_d \) based on the optimal decisions \( \hat{x}_d \) that are induced by the same choice model. This may imply the analysis of the structure of induced decisions, or the evaluation of these decisions through the lens of other choice models. Such metrics may be appropriate when the correlation between choice model structure and the quality of the decisions is weak. Clearly, computing such metrics may require additional computational effort to identify the optimal set of decisions for the given choice model.

Consensus properties refer to the number of choice models the metric needs to access in order to compute the performance score for a specific choice model \( C_d \in D \). We classify the most common cases as:

- **Only the choice model itself.** If the performance score is solely based on information from the choice model itself, as well as on information derived from it (e.g. the induced decisions), access to other choice models is not required.

- **Some other, or all choice models.** On the other extreme, the performance metric may require to access all other choice models as well, e.g. to compare to their structure or to conclude a general consensus.

Finally, performance source properties relate to the set of choice models whose information explicitly impacts the final performance score for a specific choice model \( C_d \). Again, the common cases are:

- **Performance scores stemming from a single choice model.** The final performance score is exclusively derived from one single choice model (typically \( C_d \) itself). This does not exclude the possibility that the metric requires access to several choice models in order to select the one whose information will be used to generate the score.

- **Performance scores aggregating information from several choice models.** The final performance score is an aggregation of information from several choice models, for example an average. Naturally, this implies that the metric has accessed several choice models.

It is natural that performance metrics with certain combinations of properties are more computationally expensive than others. Decision-driven metrics require the optimal decisions, which may involve the solution of an optimization problem. Similarly, metrics that require access to several choice models or even incorporate information from different choice models may require more computing time than metrics solely based on the single same choice model. However, the additional (computational) effort may be worthwhile, if such performance scores allow decision-makers to reduce ambiguity and identify assortments that are more reliable for their purpose.

### 2.2.2 Instances of performance metrics.

It becomes immediate that performance metrics may extend the concept of model selection tools for predictive models in general. As such, one may define several performance metrics based on criteria typically used to identify a promising model. For example, it is quite common to use the training error on the training set, but most models may be equally well estimated (as it may be our case, causing model ambiguity). Therefore, other criteria such as the predictive accuracy on a specific test set (or, alternatively, the AIC/BIC) are typically used to discriminate the quality of the various available models. The performance, however, depends on the definition of the test set, and may lead to different conclusions when the test set changes.
Further, as already pointed out, such criteria may not sufficiently distinguish the quality of the different choice models, given that they ignore the impact on the induced decisions, which often is a major source of ambiguity.

We will now present four performance metrics: three decision-driven metrics that can be used in the general application-independent framework and include information from other choice models (and therefore aim at consensus) in order to hedge against a possible misrepresentation of the real-world choice behaviour; and one model-driven metric, tailored to the case of rank-based choice models. While the first three metrics can be written using the relative performance measure $P(\cdot,\cdot)$, for the sake of simplicity, we will interpret all four metrics in the terminology of assortment optimization and directly use the relative revenue estimate $R(\cdot,\cdot)$.

**Minimum revenue metric.** As a classical performance measure used in robust optimization, [6] propose to gauge the worst-case performance of an assortment $\bm{x}^\ast$ by estimating its revenue through all other choice models within the ambiguity set. In the same spirit, we here propose to evaluate the assortments stemming from each of the choice models in the same way. Specifically, we ask the other choice models in $C_m \in \mathcal{D}' \subseteq \mathcal{D}$ for their estimate on decisions $\bm{x}_d^\ast$, using the relative performance measure $R(\bm{x}_d^\ast,C_m)$. This leads to the following performance metric, which we will refer to as the minimum revenue metric:

$$M_{\text{Min Rev}}(C_d,\mathcal{D}') = \min\{R(\bm{x}_d^\ast,C_m) : m \in \mathcal{D}'\}. \quad (5)$$

The performance score attributed to $C_d$ is therefore equivalent to the smallest revenue estimate for $\bm{x}_d^\ast$ from any of the other choice models, and therefore tends to be a conservative (or robust) revenue estimate. Since our interest is to find the choice model that induces the best assortment decision with respect to the other choice models, we set $\mathcal{D}' = \mathcal{D} \setminus \{C_d\}$, where higher values of $M_{\text{Min Rev}}(C_d,\mathcal{D}')$ help us distinguish choice models that perform better under a worst-case scenario setting.

**Average revenue metric.** While the previous metric aims at providing a conservative estimate of the revenue, we may also average over the different revenue estimates for $\bm{x}_d^\ast$ given by all other choice models, leading to the average revenue metric:

$$M_{\text{Av Rev}}(C_d,\mathcal{D}') = \frac{\sum_{m \in \mathcal{D}'} R(\bm{x}_d^\ast,C_m)}{|\mathcal{D}'|}. \quad (6)$$

Again, higher values of $M_{\text{Av Rev}}(C_d,\mathcal{D}')$ indicate an overall better performance for the assortment decisions $\bm{x}_d^\ast$ induced by choice model $C_d$.

**Average absolute opportunity cost.** The previous two metrics indicate absolute performance, i.e., they refer to an estimate of the estimated revenue for a given set of decisions $\bm{x}_d^\ast$. We now look at a relative measure, namely the opportunity loss, which quantifies the difference between the revenue estimated by $C_d$ and the one estimated by another choice model $C_m \in \mathcal{D}'$. This metric, referred to as the average absolute opportunity cost metric, is defined as:

$$M_{\text{Av Opp}}(C_d,\mathcal{D}') = \frac{\sum_{C_m \in \mathcal{D}'} |R(\bm{x}_d^\ast,C_m) - R(\bm{x}_d^\ast,C_d)|}{|\mathcal{D}'|}. \quad (7)$$

Here, $M_{\text{Av Opp}}(C_d,\mathcal{D}')$ represents the average absolute relative distance based on the opportunity cost that is associated with the assortment decision induced by choice model $C_d$. Note that, while the previous two metrics require that the revenue estimates for the assortment decisions are high in order to score well compared to the other assortment decisions, the average absolute opportunity cost metric does not rely on the estimated revenue amount. Instead, it rather identifies how close the revenue estimate is to the estimates through the lens of other choice models. As such, higher values of $M_{\text{Av Opp}}(C_d,\mathcal{D}')$ indicate that the revenue associated with the assortment decision induced by choice model $C_d$ deviates strongly under other choice models $C_m \in \mathcal{D}'$. Therefore, we are interested in identifying the choice models for which the value for $M_{\text{Av Opp}}(C_d,\mathcal{D}')$ is lowest, which indicates that the total expected revenue tends to be consistent across all other choice models in $\mathcal{D}'$. 
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Performance source

<table>
<thead>
<tr>
<th>Structure</th>
<th>Metric</th>
<th>Consensus</th>
<th>Single model</th>
<th>Several models</th>
<th>Performance source</th>
<th>Single model</th>
<th>Several models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(M_{\text{MinRev}})</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(M_{\text{AvRev}})</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(M_{\text{AvOpp}})</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(M_{\text{WeigLen}})</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: Classification of the metrics according to their properties

While the metric above measures the potential loss associated to the revenue estimation of \(\mathbf{x}_d^*\) by different choice models, one may also consider the opportunity loss defined as the revenue loss estimated by \(C_d\) when a different assortment \(\mathbf{x}_m^*, m \neq d\) is selected: 

\[
\frac{R(\mathbf{x}_m^*, C_d) - R(\mathbf{x}_d^*, C_d)}{R(\mathbf{x}_d^*, C_d)}.
\]

Preliminary numerical experiments carried out on the various metrics have shown that the score provided by a metric using this type of opportunity loss has a slightly lower correlation \((R^2 = 0.17)\) with the GT revenue of its corresponding assortment than the one provided by \(M_{\text{AvOpp}}\) \((R^2 = 0.31)\). For the remainder of our study, we therefore focus on \(M_{\text{AvOpp}}\).

On a further note, this alternative definition of opportunity loss is also similar to the one used in the objective function of the robust optimization model presented by [25], who maximize the minimum of this opportunity loss. Using the minimum (instead of the average) opportunity loss is yet another possibility of defining a performance metric, from which, for the sake of concision, we refrain from in this work.

**Weighted preference sequence length.** Finally, we also define the model-driven *weighted preference sequence length* metric, which provides insights on the weighted length of the preference sequences of a given choice model, represented as:

\[
M_{\text{WeigLen}}(C_d) = \sum_{k \in \mathcal{K}_d} \lambda_k^d l_k^d,
\]

where \(\lambda_k^d\) represents the probability associated to preference sequence \(k \in \mathcal{K}_d\) in \(C_d\) and \(l_k^d\) indicates the length of preference sequence \(k\). \(M_{\text{WeigLen}}(C_d)\) therefore represents the weighted preference sequence length for a given choice model \(C_d\). The intuition behind this metric lies in the tendency that preference sequences with smaller numbers of ranked products may be less prone to overfitting and generalize better. While this may be advantageous for the predictive accuracy, it is by no means an indication of its capacity to produce high quality solutions. Given that we are interested in selecting a choice model with higher predictive accuracy, we here prioritize lower values of \(M_{\text{WeigLen}}(C_d)\).

Table 1 locates the four proposed metrics, as well as the worst-case objective metric within the classification scheme proposed in Section 2.2.1. In order to compute the performance score for choice model \(C_d\), metric \(M_{\text{WeigLen}}\) only requires access to the same choice model and, consequently, also computes the final performance score based on information from this single choice model. In contrast, metrics \(M_{\text{MinRev}}, M_{\text{AvRev}}\) and \(M_{\text{AvOpp}}\) make use of all available choice models and aim at achieving some sort of consensus among them.

Throughout this paper, we will make use of the proposed performance metrics in two ways: first, we will identify the model that performs best according to the computed performance score for the case where the decision-maker has to decide which single choice model to use; second, we will exclude choice models which underperform according to their performance score in order to reduce the set of choice models, and hence the associated ambiguity. In the next section, we will discuss the optimization model for a nominal choice model, and propose optimization models that are capable of operating on a set of choice models.

3 Robust Optimizing on Ambiguity Sets

Although the previously mentioned metrics (see Section 2.2) provide a tractable procedure to identify reliable choice models, the decision-maker may still prefer to use an ambiguity set \(\mathcal{D}\) to hedge the overall risk of using a single ill-suited choice models. We therefore introduce a robust approach that identifies the assortment that
performs best under the worst-performing choice model. As such, the robust model allows the decision-maker to hedge against choice model ambiguity.

Each choice model $C_d \in \mathcal{D}$, has a unique set of preference sequences and respective probabilities, such that $C_d := (\sigma_d, \lambda_d)$. For a given choice model $C_d$, we formally define the complete set of preference sequences and their relative probabilities as $\sigma_d := \{\sigma^1_d, \sigma^2_d, \ldots, \sigma^K_d\}$ and $\lambda_d := \{\lambda^1_d, \lambda^2_d, \ldots, \lambda^K_d\}$, respectively, where $K_d$ is the total number of preference sequences present in choice model $C_d$.

While the model produces a single assortment decision $x$ (similar to the deterministic problem variant proposed by [7]), decision variables $y$ are defined such that they capture the preferences among different preference sequences that belong to different choice models in $\mathcal{D}$. Specifically, binary variable $y^k_d$ takes value 1, if customer type $k$ chooses product $i$ under preference sequences $\sigma_d$ and assortment decisions $x$, and 0 otherwise. Based on these decision, the assortment revenue estimated by a choice model $d \in \mathcal{D}$ is computed as:

$$R(C_d) = \sum_{k \in K_d} \sum_{i \in \mathcal{N}} r_i \lambda^k_d y^k_d. \quad (9)$$

Under this setting, the robust counterpart proposes an assortment that performs best under the worst-case choice model within the ambiguity set. In other words, the robust assortment optimization problem $AO_{rob}$ aims at finding an assortment that has highest worst-case revenue among the choice models in $\mathcal{D}$:

$$\max_{x, y, C_d \in \mathcal{D}} \min_{\mathcal{D}} R(C_d) \quad (AO_{rob})$$

s.t.

$$\sum_{i \in \mathcal{N} \cup \{0\}} y^k_d = 1 \quad d \in \mathcal{D}, k \in K_d \quad (10)$$

$$y^k_d \leq x_i \quad d \in \mathcal{D}, k \in K_d, i \in \mathcal{N} \quad (11)$$

$$\sum_{j: \sigma^j_d(i) > \sigma^k_d(i)} y^j_d \leq 1 - x_i \quad d \in \mathcal{D}, k \in K_d, i \in \mathcal{N} \quad (12)$$

$$\sum_{j: \sigma^j_d(i) > \sigma^k_d(0)} y^j_d = 0 \quad d \in \mathcal{D}, k \in K_d \quad (13)$$

$$x_i \in \{0, 1\} \quad i \in \mathcal{N} \quad (14)$$

$$y^k_d \geq 0 \quad d \in \mathcal{D}, k \in K_d, i \in \mathcal{N} \cup \{0\}, \quad (15)$$

where $R(C_d)$ is the assortment revenue as defined in (9). Given that robust optimization prepares for the worst-case outcome, the optimal decisions induces may tend to be rather conservative, especially when the worst-case scenario is statistically unlikely to occur. In the context of ambiguity, however, we can be more optimistic about the utility of such an approach, since all choice models in $\mathcal{D}$ are assumed to be a realistic representation of the customer buying behaviour.

By considering statistical outliers (i.e., choice models that are unlikely to be good representatives for the real choice behaviour), $AO_{rob}$ may, however, result in solutions which are overly conservative and provide suboptimal revenues on average. In practice, it may therefore be beneficial to restrict the set of considered choice models used in $AO_{rob}$ as stated in Proposition 1.

**Proposition 1.** $z^*_{ao}(\mathcal{D}) \geq z^*_{ao}(\mathcal{D})$, where $\mathcal{D} \subset \mathcal{D}$.

**Proof.** Let $P(\bar{D}) := \{[x, y] : (10) - (15)\}$ indicate the feasible region of $AO_{rob}$ under a given uncertainty set $\mathcal{D}$, where Constraints (10) - (15) are written for a subset of scenarios indicated as $\bar{D}$ instead of the complete uncertainty set $\mathcal{D}$. By definition, the set of feasible region of $P(\mathcal{D})$ is subsumed by the feasible region of $P(\bar{D})$, since $|\mathcal{D}| \geq |\bar{D}|$ and $\mathcal{D} \subset \mathcal{D}$.

Based on this proposition, it seems appropriate to eliminate statistical outliers from the used ambiguity set and to concentrate on choice models which are statistically more likely to well represent the underlying choice behaviour. This idea will be numerically explored in Section 4.3.
A decomposition method for $AO_{rob}$.

Although it is possible to formulate $AO_{rob}$ by including all choice models in $D$, the resulting model may quickly become intractable if $D$ is large. We here propose to solve $AO_{rob}$ by means of a Benders type min-max decomposition framework [see, e.g. 8]. The problem is split into a master problem and a subproblem $AO_{rob}^{Sub}$. The master problem $AO_{rob}^{MP}$ has a similar structure as the original problem $AO_{rob}$, but operates on a restricted ambiguity set $\hat{D} \subseteq D$. Solving the master problem at iteration $t$ yields an optimal assortment $x_{\hat{D}}$ with worst-case revenue estimate $MP^t(\hat{D})$. This optimal assortment is then used in the subproblem which searches for a new choice model $C_d \in D \setminus \hat{D}$ that has the lowest revenue estimate for assortment $x_{\hat{D}}$. In the case that this revenue estimate is lower than $MP^t$, the corresponding choice model is added to the restricted ambiguity set $\hat{D}$. This procedure is repeated until no other choice model in $D \setminus \hat{D}$ worsens the total expected revenue, indicating that $MP^t(\hat{D})$ corresponds to the highest worst-case revenue among the original ambiguity set $D$. A detailed explanation of the decomposition procedure is given in Section 3 of the Online Supplement.

To formulate $AO_{rob}$, and identically, $AO_{rob}^{MP}$, we outer linearize the inner optimization problem by adding new constraints. The master problem can then be written as:

$$MP^t(\hat{D}) = \max_{x,y} \pi$$

\[ s.t. \pi \leq R(C_d) \quad d \in \hat{D} \] (16)

$$\sum_{i \in N \cup \{0\}} y_{id} = 1 \quad d \in \hat{D}, k \in K_d \] (17)

$$y_{id} \leq x_i \quad d \in \hat{D}, k \in K_d, i \in N \] (18)

$$\sum_{j: \sigma_d^k(j) > \sigma_d^k(i)} y_{id} \leq 1 - x_i \quad d \in \hat{D}, k \in K_d, i \in N \] (19)

$$\sum_{j: \sigma_d^k(j) > \sigma_d^k(0)} y_{id} = 0 \quad d \in \hat{D}, k \in K_d \] (20)

$$x_i \in \{0, 1\} \quad d \in \hat{D}, k \in K_d, i \in N \] (21)

$$y_{id} \geq 0 \quad d \in \hat{D}, k \in K_d, i \in N \cup \{0\}. \] (22)

The objective function along with Constraints (16) maximize the worst-case revenue among all choice models within the restricted ambiguity set. Constraints (17)–(20) enforce customer preferences among the choice models in $\hat{D}$, and Constraints (21)–(22) enforce binary and non-negativity conditions.

Solving the master problem yields an optimal assortment $x_{\hat{D}}$. The specific product preferences of each customer type $k \in K_d$, $\forall d \in \hat{D}$ under the current assortment $x_{\hat{D}}$ can then be derived as:

$$y_{id}^{k*} = \begin{cases} 1, & \text{if } \sigma_d^k(i) < \sigma_d^k(j), \forall j \in x_{\hat{D}}, i \neq j \\ 0, & \text{otherwise.} \] (23)

We use $y_{id}^{k*}$ as an input to the subproblem to define customer preferences under the current optimal assortment. The subproblem, seeking for the worst-case choice model $C_d$ in $D \setminus \hat{D}$ for the current assortment, can be formulated as:

$$SP(y^*, D \setminus \hat{D}) = \min_s \sum_d \sum_{K_d} \sum_{i \in N} r_i y_{id}^{k*} \lambda_d s_d$$

\[ s.t. \sum_{d \in D \setminus \hat{D}} s_d = 1 \] (24)

$$s_d \in \{0, 1\} \quad \forall d \in D \setminus \hat{D}. \] (25)

The subproblem seeks for the single choice model $s_d$ such that the total revenue for the current assortment is minimal. If $SP(y^*, D \setminus \hat{D}) < MP(\hat{D})$, the choice model $s_d$ indeed estimates the revenue lower than any of the choice models in the current restricted ambiguity set $\hat{D}$, and is hence added:

$$\hat{D} = \hat{D} \cup \{d\} : s_d = 1.$$
The algorithm then iteratively proceeds, i.e., the master problem is resolved with the updated set \( \tilde{D} \) and a new choice models is added. The algorithm stops once no remaining choice model worsens the objective function for the current assortment, i.e., \( SP(y^*, D \setminus \tilde{D}) \geq MP(\tilde{D}) \). At this stage, we can also confirm that \( MP(D) = MP(\tilde{D}) \), and \( x_{D*}^* \) is indeed optimal for Problem \( AO_{rob} \).

We finally note that, instead of maximizing the worst-case revenue in the objective function of \( AO_{rob} \), the robust optimization model could also minimize the opportunity loss [see, e.g., 25]. The decomposition method proposed above can easily be adapted to such a case. As mentioned in Section 2.2.2, such an opportunity loss can also be defined in terms of a performance metric. Interestingly, the equivalent of the opportunity cost as defined by performance metric \( M_{AvOpp} \) in Equation (7) cannot be directly used within the objective function of \( AO_{rob} \), which highlights an interesting advantage of using performance metrics to reduce the ambiguity set (i.e., by ranking the choice models using their corresponding performance metric values and then discarding those whose rank are lowest on the list), prior to applying an optimization model.

4 Computational Study

We now discuss a series of empirical results stemming from an extensive set of computational experiments. We first explain the general experimental set-up. Section 4.1 quantifies the magnitude of encountered CM ambiguity regarding the expected GT of the induced assortment decisions. We also demonstrate the effectiveness of the proposed performance metrics to identify high-quality choice models. Section 4.2 then focuses on the quality of the assortments produced by the robust optimization model. Finally, Section 4.3 illustrates the benefits when using a smaller ambiguity set of choice models selected according to the proposed performance metrics.

**General experimental set-up and source of ambiguity.** The behaviour of the market participants will be represented by a ground-truth (GT) rank-based choice model. Computational experiments are carried out for \( N = 30 \) products in the product set (as well as the no-purchase option 0), which helps us demonstrate a practical number of alternatives that customers may prefer to choose from in practical settings. The choice model ambiguity set will be composed of choice models that are calibrated by the same estimation procedure. Here, we consider two popular column-generation based estimation procedures: an L₁-error (least absolute deviation) minimization [see, e.g., 5, 14] and the log-likelihood maximizing market discovery algorithm [23]. Choice models will be estimated on sales data stemming from the GT choice model on a total of 20 assortments (called the training set), where each assortment contains 8 randomly selected products (in addition to the no-purchase option). Once the choice models are estimated, the revenue of the resulting optimized assortments will be estimated on the original GT on 100 assortments (called the test set).

While, in practice, there may be a variety of potential sources of choice model ambiguity, we here focus on the most elementary, and practically inevitable source of ambiguity, i.e., random behaviour in the estimation procedures due to different random seeds. This implies that we assume to have access to perfect historical sales information and any type of additional error source (such as sampling errors of sales transactions) may result in even higher choice model ambiguity.

**Choice model problem instances.** A problem instance corresponds to a GT rank-based choice model composed of \( K = 10 \) different customer types, each of which has a preference defined over 10 (among the 30) products before the no-purchase option 0 is listed. In order to assess the validity of our results across a variety of different types of market behaviour, GT choice models are designed with different degrees of product preferences. Choice models using market structure S1 have a random ranking of products in their preference lists, corresponding to a highly diversified clientele. Two other market structures assume that half of the products are highly popular products, whereas the other half are less popular products. In S2, the number of highly popular products, randomly selected and ranked first in a preference sequence is given by a random number uniformly chosen from \([0, 9]\). In S3, the first 5 products are highly popular products (randomly selected), whereas the following 5 are less popular products (randomly selected).

---

2Performance metric \( M_{AvOpp} \) uses \( |R(x_d^*, C_m) − R(x_d^*, C_d)| \), where \( x_d^* \) is fixed and hence cannot be optimized. Using \( x \) instead would minimize the difference between the two revenue estimates, but the reference to the optimal revenue of \( x_d^* \) would be lost.

3Note that the number of available assortments in the training is, theoretically, also a potential source of ambiguity. However, given the reasonable size of the product universe (\( N = 30 \)), 20 training assortments is assumed to be sufficiently large. Furthermore, more training assortments may be difficult to obtain in practice.
The probability distribution \( \lambda \) is uniformly selected at random for each choice model and then scaled, while also taking into consideration that the probabilities allow for accurate transaction sampling that represents perfect sales information (which is required for the market discovery estimation procedures, which takes as input a set of transactions).

The optimization of the assortments will be explored under two different revenue settings: in setting R1, all product revenues are uniformly selected at random \( r_i \in U[200, 1000] \), while setting R2 assumes increasing product revenues such that product \( i \) is chosen from \( r_i \in U[0, 200] \) as proposed by [11].

The detailed description for each setting and their generation procedure, as well as details regarding the generation of \( \lambda \) can be found in Section 1 of the Online Supplement.

**Computing environment.** All the experiments provided were solved on the Cedar cluster provided by Compute Canada using CPLEX 12.10.0 (Python 3.7 API). Estimation of rank-based choice models were performed under a limit of 40 CPUs and 256MB RAM (per core). The assortment optimization problem was solved under a maximum of 40 CPUs for deterministic and robust models. The detailed characteristics of CPUs can be found at [https://docs.computecanada.ca/wiki/Cedar](https://docs.computecanada.ca/wiki/Cedar).

## 4.1 Optimization on a nominal choice model and magnitude of ambiguity

**Magnitude of ambiguity under different estimation procedures.** Choice model ambiguity may be crucial to the decision-maker on two levels: the predictive accuracy of the choice model and the quality of the induced assortment decisions. We quantify both dimensions. Specifically, we generate a total of 50 unique ground truth models for each instance class S1, S2 and S3. For each problem instance, a total of 50 choice models are estimated by each of the estimation procedures: the \( L_1 \)-error minimization and the log-likelihood maximizing *market discovery* algorithm. Note, again, that for the estimation of the different choice models, we only modify the initial random seed, but assume perfect sales information (i.e., the exact values for \( v_{i,m} \)) to keep ambiguity as low as possible. The optimal assortment for each choice model is then obtained by solving to optimality the corresponding deterministic MIP formulation [as introduced by [7]].

We then evaluate the predictive accuracy \( \epsilon_{C_{\text{test}}}^{C_{\text{d}}} \) of the choice models on \( M_{\text{test}} = 100 \) test assortments, defined as the \( L_1 \)-error and normalized by the number of assortments: \( \epsilon_{C_{\text{test}}}^{C_{\text{d}}} = \frac{|A_{d_{\text{test}}}^{C_{\text{d}}} - A_{d_{\text{test}}}^{C_{\text{d}}}|}{2M_{\text{test}}} \), where \( A_{d_{\text{test}}}^{C_{\text{d}}} \) determines the choices under the preference sequences in choice model \( C_{j,d} \) among the test assortments. The quality of the induced assortment decisions will be measured as the revenue percentage captured of the revenue given by the optimal assortment, computed based on the original GT model (which, in practice, is unknown).

<table>
<thead>
<tr>
<th>Predictive Accuracy</th>
<th>L1-error minimization</th>
<th>Market Discovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Captured GT%</td>
<td>0.226</td>
<td>0.247</td>
</tr>
</tbody>
</table>

Table 2: Avg. GT % captured and avg. predictive accuracy of choice models estimated under \( L_1 \)-error minimization vs. market discovery algorithm (instance class S3R1, 50 instances).

Table 2 shows the average (over the 50 instances for instance class S3R1) minimum, mean, median and maximum standard deviation column refers to the average (over 50 instances) standard deviation among the 50 choice models in each instance class. The choice models are estimated by two different estimation methods: the \( L_1 \)-error minimization and the log-likelihood maximizing *market discovery* algorithm.

Both estimation methods result in choice models that generalize to new assortments similarly well with similar average errors (from 0.226 to 0.269) and small standard deviation. Any CM will therefore provide a similar predictive accuracy. In contrast, the quality of the induced decisions varies strongly, ranging from about 58% to 97% of the optimal assortment revenue with a standard deviation of 10% of the optimal revenue. Unfortunately, we found that there is no direct correlation between the predictive accuracy and the assortment quality. However, this is not surprising, since all choice models have been trained under the same conditions (to the same threshold of training error). As a result, the decision-maker has no effective tools to identify the right choice model and assortment, and may end up choosing any of those 50 assortments.
Figure 3: Ground truth revenue distribution of instance classes S1R1 and S1R2, each including 2500 choice models.

Figure 3 shows the GT revenue distribution of the 2500 different assortments (induced by 50 choice models using the $L_1$-error estimation method for each of the 50 problem instances) for instance classes S1R1 and S1R2. For the two instances classes, the GT% of the optimal revenue captured has been found to be 77.8% and 76.2%, respectively on average. The minimum has been found to be 14.9% and 12.5%, respectively, and the maximum 100% for both instance classes. In practice, ambiguity may be even higher, since other error sources (such as imperfect sales information) may result in less reliable choice models. While, based on Figure 3 there is a reasonable chance that a high-quality assortment is selected, the risk of selecting an assortment of low quality is unreasonably high.

A similar analysis has been carried out for an MMNL generating GT model, which has been a popular approach in the literature [see, e.g. 5, 14]. While the CM ambiguity appears to be lower than a RB generating GT model, revenue estimates still varied by up to 50% among the optimal assortments. We refer to Section 4.1 of the Online Supplement for more details. The forthcoming computational results are therefore derived under a RB generating GT model. Further, given that both estimation methods result in ambiguity of similar magnitude, we will focus on $L_1$-error minimization.

Use of performance metrics to select a nominal choice model. We now explore the magnitude of choice model ambiguity within the other instance classes (S1, S2 and S3, coupled with R1 and R2), as well as the ability of the performance metrics to identify reliable choice models that tend to produce high-quality decisions.

<table>
<thead>
<tr>
<th>Metric (best)</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{M}_{AvOpp}$</td>
<td>89.0</td>
<td>90.5</td>
<td>91.0</td>
<td>89.1</td>
<td>89.4</td>
<td>88.4</td>
</tr>
<tr>
<td>$\bar{M}_{AvRev}$</td>
<td>83.4</td>
<td>89.7</td>
<td>89.2</td>
<td>80.7</td>
<td>81.8</td>
<td>85.0</td>
</tr>
<tr>
<td>$\bar{M}_{MinRev}$</td>
<td>88.9</td>
<td>97.7</td>
<td>91.5</td>
<td>85.8</td>
<td>87.7</td>
<td>87.7</td>
</tr>
<tr>
<td>$\bar{M}_{Weight}$</td>
<td>82.8</td>
<td>84.7</td>
<td>84.1</td>
<td>78.0</td>
<td>83.2</td>
<td>83.8</td>
</tr>
</tbody>
</table>

Table 3: Avg. GT% captured by the deterministic model and the metrics among different instance classes ($D = 50$, 50 instances per class).

The upper part of Table 3 (indicated by “Deterministic”) presents the average (over 50 instances) of the minimum, mean, median and maximum GT percentages, as well as the average standard deviation (as defined for Table 2) among the 50 choice models estimated for each instance across different instance classes. The overall choice model ambiguity remains significant among all six instance classes. In particular, some assortments only capture 57.6% of the GT optimal revenue, while others capture 97.8%. The last five rows in Table 3 present the average performance of the assortments induced by the choice models that have scored best according to each of the five performance metrics (see Section 2.2.2). Interestingly, all five metrics remarkably well avert low quality assortments and consistently present higher average revenues than the
mean revenue of the assortments stemming from the individual assortments. The proposed decision-driven metrics seem to perform particularly well, being able to capture approximately an additional 4%-13% of the optimal revenue. In particular, the assortments identified by metrics $M_{AvOpp}$ and $M_{MinRev}$ capture an additional 8.5%-12.9% of the optimal revenue when compared to the mean performance of the separate CMs.

Impact of information loss. Most of the experiments here reported assume that perfect sales information is available. However, the amount of transaction data available from historical sales typically impacts the quality of the choice models that have been estimated, which, in turn can impact the predictive accuracy. We therefore also carried out experiments with imperfect sales information, specifically, with 500, 50 and 20 sales transaction per assortment. The results indicate that, generally, the solution quality degrades by 3-4% of GT revenue, while the standard deviation also tends to slightly increase. Indeed, no approach seems to be immune to the loss of information. Detailed results can be found in Section 4.3 of the Online Supplement.

4.2 Robust optimization on a set of choice models

We now explore the effectiveness of the robust optimization model $AO_{rob}$, optimizing an assortment on an ambiguity set of choice models (see Section 3). The robust model has been solved on the entire ambiguity set of 50 choice models within each problem instance class.

<table>
<thead>
<tr>
<th>GT %</th>
<th>R1</th>
<th>R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>S1</td>
<td>60.8</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>49.3</td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>64.3</td>
</tr>
<tr>
<td>Mean</td>
<td>S1</td>
<td>63.7</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>60.7</td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>67.5</td>
</tr>
<tr>
<td>Median</td>
<td>S1</td>
<td>92.0</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>94.0</td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>92.8</td>
</tr>
<tr>
<td>Max</td>
<td>S1</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>S2</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>S3</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 4: Avg. GT% captured by $AO_{rob}$ among different instance classes. ($D = 50$, 50 instances per class).

Table 4 presents the average GT% result obtained from the robust model, indicating the minimum, mean and maximum values among the 50 instances under each instance class. The robust model considerably improves the mean performance of the resulting assortments, capturing an additional 10%-12% of the optimal revenue and outperform even the best performance metrics.

Finally, it is worth noting that the minimum and maximum GT% values found among the 50 instances in Table 4 cannot be directly compared to those in Table 3. For example, the minimum GT% of 43.1% based on the assortment from $AO_{rob}$ in instance class S1R2 may refer to an instance GT that is particularly difficult to capture. For the deterministic model, the corresponding GT% in Table 3 is 57.6%, which refers to the average over the minima (as opposed to the absolute minimum). In fact, the smallest GT% captured by an assortment optimized on an individual assortment (as shown in Figure 3) is 12.5%.

It is, however, quite natural that the performance of the robust optimization model is negatively impacted by unreliable choice models within the ambiguity set. In the next section, we therefore aim at reducing the size of the ambiguity set by including only those choice models that have been considered more reliable by the proposed performance metrics.

Performance of the decomposition method. The here proposed decomposition framework significantly reduces the required computing time to solve the robust model. For the instance class S3R1, we found that the average time required to solve the robust problem under the full ambiguity set (i.e., without applying decomposition) is 308.1 seconds (with a minimum of 58.4 seconds and a maximum of 860.1 seconds). The computing time is substantially lower using the decomposition framework, with an average of 43.6 seconds (and a minimum and maximum of 2.8 and 242.7 seconds, respectively). Figure 4 illustrates the impact of implementing the decomposition framework in terms of computational time requirements. Note that the decomposition algorithm requires on average 7 iterations to reach and prove optimality (with a minimum of 3 and a maximum of 12 iterations). As a result, the size of the ambiguity set is reduced substantially, given that the original ambiguity set considered here includes 50 CMs.

4To solve the robust optimization model, we have used the decomposition algorithm with $\epsilon = 10^{-6}$ as termination criteria throughout the computational experiments (see Section 3 in the Online Supplement).
4.3 Amending ambiguity sets according to metrics

Given that the robust model is likely to be sensitive to unreliable (i.e., low quality) choice models, we now aim at removing such statistic outliers, using the proposed performance metrics to select a subset \( \mathcal{D} \subseteq \mathcal{D} \) of CMs for the robust model. In the following experiments, we explore the impact on the model performance under varying size of the available initial ambiguity set \( \mathcal{D} \) and the number \( k \) (such that \( |\mathcal{D}| = k \)) of choice models to be selected according to a metric.

Figure 5 plots the GT% (averaged over the 10 problem instances) captured by the robust model, using a varying number of \( k \) best performing choice models according to the \( M_{AvOpp} \), \( M_{AvRev} \), \( M_{MinRev} \) and \( M_{WeigLen} \) metrics. The first data point, at \( k = 1 \), corresponds to the case where the single best performing choice model according to a metric is used. The performance improves once more than 1 choice model is used. The performance of all metrics then tends to continue to improve when selecting 50 to 100 out of the 200 choice models, and tends to degrade afterwards. Both metrics \( M_{AvOpp} \) and \( M_{MinRev} \) seem to outperform the other metrics, which is consistent with the findings in Section 4.1. Generally, selecting the 25% - 50% best performing choice models seems to be appropriate. Note that, when using all choice models (i.e., \( k = 200 \)), the results should theoretically be identical, but, empirically, they may slightly differ due to multiple optima in the assortment optimization models. The figure also reports the average performance over 5 random sequences (as opposed to a sequence proposed by a metric). The results indicate that the performance remains relatively stable with varying \( k \), which suggests that the proposed metrics are indeed effective to discriminate choice models by their reliability (or the quality of the induced decisions).

Figure 6 illustrates the impact of using a number of random choice models. The figure shows the average GT% captured by the assortments stemming from \( k \) random choice models (averaged over 50 random orderings) and \( k \) choice models selected by metric \( M_{MinRev} \). The shaded areas indicate the GT% range obtained under each approach. Selecting 25%–50% of the initial choice models according to \( M_{MinRev} \) exhibits a clear advantage in terms of worst-case revenue observed, which also directly impacts
the average performance. Additional experiments with fixed $k$ and varying $|D|$, as well as varying $k$ and $|D|$ confirmed that selecting the highest-scoring 25%-50% of the available assortments tends to be a beneficial choice. Details can be found in Section 4.4 of the Online Supplement.

Based on our computational results, using metrics $M_{AvOpp}$ and $M_{MinRev}$ with 25%-50% of the available choice models within $AO_{rob}$ provides a solid performance, capturing about 96% of the optimal revenue on average. From the decision-makers perspective, this is an impressive performance boost, capturing an additional 13% of the optimal revenue when compared to the mean revenue induced by individual choice models (82.1%), and an additional 2-3% when compared to using $AO_{rob}$ on all choice models (93.3%).

5 Conclusions

In this study, we address the issue of choice model ambiguity within the predict-then-optimize paradigm, which may lead to a varying degree of quality among the induced decisions. We propose a general evaluation framework and a variety of performance metrics to gauge the reliability of choice models. Focusing on the case of rank-based choice models in the popular field of assortment optimization, we then consider the robust optimization problem that optimizes on a finite set of choice models and propose an efficient decomposition algorithm, capable of reducing the required computing time by 85.9% on average.

The proposed approach has several advantages. From a manager’s perspective, reducing choice model ambiguity prior to optimization (as opposed to directly optimizing on a parametric uncertainty certain for a choice model as proposed in the literature) allows for more control over which choice models to use within the optimization model. Further, the evaluation of the choice models via the proposed performance metrics are practically viable, i.e., it does not require access to the ground truth model and is solely based on the “opinion” of the other choice models.

Numerically, our results are highly encouraging. While we observed that choice model ambiguity in the case of rank-based choice models resulted in estimated assortment revenues that differed by as much as 60% of the optimal revenue, the proposed metrics used within a robust optimization model were indeed effective to reduce both ambiguity and improve the captured revenue. Moreover, for a specific instance class, the mean revenue induced by individual choice models was found to be 82.1% of the optimal revenue. Compared to this mean performance: (i) the assortments induced by the choice model that has scored best according to a specific metric captured about an additional 9% of the optimal revenue; (ii) the robust model optimized on all choice models captured about an additional 11% of the optimal revenue; (iii) using the metric to select a subset of the choice models within the robust model captured about an additional 13% of the optimal revenue, which corresponds to assortments that capture 96% of the optimal revenue.

It may be particularly appealing to practitioners that our framework is compatible with other types of choice models and other estimation methods [e.g. 24 [14 [15]. For example, using our framework is also likely to be beneficial under an MMNL generating GT. For future work, the evaluation framework and performance metrics can be used in other applications that involve scenario identification to help reduce ambiguity. Likewise, the range of performance metrics involved in this study can further be extended by...
considering different problem characteristics.
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