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Abstract. String similarity algorithms are mainly used for measuring
similarity/dissimilarity between words for comparison and approximate
matching in many domains such as document clustering, fraud detection, word-
sense disambiguation for information retrieval and many more applications.
Although this field of research is well explored, most of the existing works rely on
optimizing result accuracy of such metrics whereas the trade-off between speed
of the measurement process (especially when operating on large data),
sensitivity of metrics with respect to the thresholds and discriminatory power of
similarity metrics are mostly ignored. The main objective of this paper is to
introduce a new algorithm: Lookup Table String Similarity (LTSS), which provides
an interesting trade-off between speeding up the process, reducing the
sensitivity to thresholds and increasing the ability to put similar words close to
each other when performing clustering as well as avoiding being too
discriminative to separate highly similar words. We also perform an evaluation of
a set of string similarity metrics to show the performance of our algorithm. Our
experiments indicate that the proposed method significantly outperforms the
existing metrics in terms of computational efficiency while exhibiting adequate
performance with respect to sensitivity, inter- and intra-bucket clustering. These
characteristics make LTSS algorithm an attractive candidate for computing
similarity distance when performing text classifications/clustering specially on
very large datasets.
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1 Introduction

In textual data, measuring the similarity between the texts is done by calculating the dis-
tance between their strings based on a similarity metric. Similarity metric algorithms
are widely used in Information Retrieval (IR) systems in order to enable searching for
information in databases, documents or linked data and they are used in various spe-
cific applications such as clustering or matching entity names [13] [7] [12], spell error
detection and normalization of micro texts [44], data cleaning and duplicate detection
[6] [28] and many more.

To showcase the importance of similarity measures on the performance of similarity
metric algorithms when dealing with real-life data sets,, Lopez et al. [26] have shown
that choosing an efficient similarity measure can help producing an ontology-based
question answering system that supports query disambiguation, knowledge fusion, and
ranking mechanisms, to identify the most accurate answers. In another effort, Ngonga
Ngomo and Auer [33] have revealed the impact of similarity measures in semantic web.
They developed an approach for the large-scale matching of instances in metric spaces
for the discovery of links between knowledge bases on the linked data.

With regard to the performance evaluation, string similarity measures used in many ap-
plications are usually evaluated in terms of their ability to retrieve relevant and accurate
information regarding a text string query. Papadimitriou et al. [35] discussed the possi-
ble effects of sensitivity of similarity functions on web graphs that would associate to
the quality of search results in search engines. They have shown that by using a simi-
larity function that is more sensitive to changes in high-quality vertices in web graphs,
results of a search query can be significantly improved.

Although string similarity metrics are amongst well studied fields of research, most of
these studies are focused on the precision of such algorithms while other characteris-
tics such as swiftness, sensitivity to thresholds and desired discriminatory power are in
most cases are overlooked. This research proposes a new string similarity algorithm that
adapts to the situations where those above-mentioned characteristics of an algorithm are
unavoidably required in real-world applications. Our proposed algorithm has been eval-
uated through a comparison with several existing algorithms. The experimental results
depict that it outperforms the existing algorithms with regard to the time efficiency
while obtaining comparable results in terms of accuracy, which makes it of great inter-
est to computational intensive applications when working with massive amount of data.

The rest of this paper is organized as follows. Section 2 points out to the commonly
used string similarity metrics. Section 3 introduces our proposed string similarity algo-
rithm, the Lookup Table String Similarity algorithm. Sections 4 describes the experi-
mental setup for the implementations and the performance comparisons. Section 4 also
includes the description about the data used in this study, the methodology to conduct
the performance comparisons and the metrics used to evaluate the experiments. Section
5 discusses the results of such experiments and Section 6 includes the conclusion.
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2 Related Work

Finding similarity between words is the fundamental part of similarity between sen-
tences, paragraphs and documents. String-based similarity algorithms operate on string
sequences and character composition. These measures usually map a pair of strings s
and ¢ to a real number r, where a smaller value of r indicates greater similarity between
s and t. Gomaa and Fahmy [16] grouped string similarity measures in two categories:
character-based similarity measures, which consider distance as the difference between
characters of strings (thus useful in the case of typographical errors) and term-based
similarity measures, which take into the account the distance between the two terms.
These types of categorization are mostly addressing the problem of document cluster-
ing. We can also group string similarity measures in edit-based similarity measures,
token-based similarity measures and hybrid similarity measures. Edit-based similar-
ity measures are characterized to process and evaluate the contrast between strings as
a weighted aggregate of the quantity of additions, eliminations, substitutions and ad-
ditionally transpositions needed to obtain the second string from the first one. The dis-
tance is then the cost of best sequence of edit operations that convert s to ¢t. Levenshtein,
Smith-Waterman and Jaro—Winkler are examples of edit-based similarity measures.

Token-based similarity measures essentially first try to decompose texts into token sets'
sets to use tokens rather than complete texts, and then compute the similarity based on
the token sets. Usually, two similar strings end up having a large overlap in their token
sets. Nonetheless, Token-based similarity measures are not quite efficient to calculate
similarity when typos and misspelling words are introduced [12]. In general, such mea-
sures suffer from the limitation that they only consider exact match of two tokens in bag
of words, hence ignoring string fuzzy matches. Jaccard, Sorensen-Dice and Cosine are
popular examples of token-based similarity measures.

There also exist hybrid similarity measures which combine the benefits of edit-based
and token-based methods. When more control is needed over the similarity measure, hy-
brid algorithms can be effective. Unlike edit-based measures [48] [42], hybrid measures
can be used for matching an attribute value to its abbreviation or acronym. Monge-Elkan
belongs to this group of similarity measures.

Here, for a better understanding of the sequence, we will briefly describe the main
algorithms of each class:

Levenshtein [24] is a commonly used similarity measure that describes the distance
between two strings by checking the base number of operations expected to change one
string into the other, where an operation is defined as an addition, cancellation, or sub-
stitution of a character, or a transposition of two nearby characters [24]. In other words,
The Levenshtein distance between two strings is the minimum number of edits needed
to transform one string into the other, with the permissible operations being: insertion,

! A token or g-gram is a character string of length q
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deletion, or substitution of a single character. The Levenshtein distance between two
strings s and ¢ (of length |s| and |¢| respectively) is given by lev, (|al, |b]) where

max (i, ) ifmin(i,j) =0
leve (i—1,7)+1

min leve (3,7 —1)+1 Otherwise
leve (i—1,7 — 1)+ 1(s,# ;)

Zevs,t (Zv .7) =

where 1(,, # t;) is the indicator function equal to 0 when s; = ¢; and equal to 1 oth-
erwise, and levs (i, ) is the distance between the first ¢ characters of s and the first j
characters of ¢. ¢ and j are 1-based indices.

[4], [40], [39] and [25] are some of many applications of the Levenshtein similarity
metric such as comparing movement patterns detection, plagiarism detection, measur-
ing errors in text entry tasks and comparing sequence information in animals’ vocaliza-
tions.

Smith-Waterman [36] is a famous algorithm for acting nearby sequence alignment to
find the best alignment over the conserved domain of two sequences [36]. The Smith-
Waterman algorithm compares segments of all possible lengths and optimizes the sim-
ilarity degree. More specifically, this algorithm determines the sequence of operations
needed to transform one string to another, but attributes lower weights to transforma-
tions among similar-sounding characters and employs specialized logic for handling
alignment gaps such as a “’gap start” penalty corresponding to the beginning of a string
of unmatched characters, and a separate ”gap continuation” penalty for its continuation.
Instead of looking at an entire sequence at once, the Smith-Waterman algorithm com-
pares multi-lengthed segments, looking for whichever segment maximizes the scoring
measure. The algorithm itself is recursive in nature:

Hij =maxH; 151+ s(as,b;); Hi—y, j — Wy Hi j—1 — W13 0

Where s =a; ...ax and t = b; . .. by are the sequences to be aligned, K and L
are the lengths of s and t respectively. s(s,t) is the similarity score of the elements
that constituted the two sequences and Wy, as the penalty of a gap that has length k.
H;_1 ;1 + s(a;, b;) is the score of aligning a; and b;. H,_j, ; - W}, is the score if a; is
at the end of a gap of length k. H; ;1 - W, is the score if b; is at the end of a gap of
length [ and 0 means means there is no similarity up to a; and b;.

[20], [14], [18] and [47] are some examples of applications of this similarity metric on
plagiarism and collusion detection, automatic traffic signature extraction, early illness
recognition and its usage in genomic applications.

Jaro—Winkler [43] is, basically, an extension of Jaro distance [22]. In theory, Jaro dis-
tance is identifiable as the minimum number of single-character transpositions required
to change one string into the other, whereas Jaro-Winkler distance utilizes a prefix that

CIRRELT-2023-08 3
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establishes more favorable weights to strings that match from the beginning for a set of
prefix length. Given strings s=a; ...ax and t = by ... by, define a character a; in s to

be common with ¢, suppose that H = M, there is a b; = a; in string ¢ such that
i —H <j<i+H.
Now suppose that the characters in s common with ¢ and vice versa be s’ = a] . .. a/x

and ¢’ = b} ...V} . Now define a transposition for s’ and ¢’ The Jaro similarity for s and
tis:
1 sl 1] | = To ]

JarO(S,t) = g(g‘i’ﬂ‘i’ |5/|

)
Given P the length of the longest common prefix of s and ¢, let P’ = max(P,4), then
the Jaro-Winkler distance between s and ¢ is:

/

P
Jaro — Winkler(s,t) = Jaro(s,t) + E(l — Jaro(s,t))

Some applications of Jaro-Winkler similarity metric are such as duplicate detection in
health related records [1] and entity linking in Twitter data[8].

Jaccard [21] is mostly used in document similarity applications. Jaccard index refers
to the ratio of the size of the intersection of two strings to the size of their union [21]. In
order to use this algorithm, a document, typically, must be presented as a bag of words
which is the list of unique words in it, then we can compute Jaccard index between
them. The Jaccard similarity between the word sets s and ¢ is simply:

t
Jaccard(s,t) = :SBt:
s

Jaccard similarity coefficient has been used in many real word problems such as in
recommender system [46], distributed genome comparisons [5] and application level
traffic classification [10].

Sorensen-Dice [38] works by comparing the number of identical character pairs be-
tween the two strings [37]. It is often called Sgrensen index or Dice’s Coefficient. For
two sets of strings s and ¢, the Sorensen-Dice distance is defined as:

ds.t)— 1 2xlsINlE
s+ 11

Livestock emission characterization [19], biogeographic classifications [32] and anomaly-

based intrusion detection in system activities [34] can be mentioned as some real world
applications of Sorensen-Dice similarity.

4 CIRRELT-2023-08
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Cosine is a very famous string similarity measure, extensively used in document simi-
larity in information retrieval domain [2] and clustering [23]. Cosine similarity measure
determines the cosine of the angle between two vectors. Once the strings are trans-
formed in vectors of occurrences of sequences of k characters, the similarity between
them will be the cosine of their respective vectors. Given two string sets of s and ¢, the
cosine similarity between the two sets is defined as:

3.7
cosf =
IIslll[zl

Cosine similarity is the same concept as TFIDF which is widely used in the information
retrieval problems.

Monge-Elkan [30] computes the average of the similarity values between the more
similar token pairs in two strings s and ¢. This algorithm was introduced by Monge
and Elkan [31] and it has been used in many name-matching and record linkage com-
parative studies [6] [7]. This hybrid method maintains the properties of the internal
character-based measure, the ability to deal with misspellings, typos, OCR errors, and
deals successfully with missing or disordered tokens. Given string sets of s, ¢ and their
substrings s = a7 ...ax and t = by . . . by, the Monge-Elkan algorithm measures the
average of the similarity values between pairs of more similar tokens within string sets
s and t. The Monge-Elkan similarity is defined as:

K
sim(s,t) = Z mLafc sim’(A;, Bj)
=
i=1

Where sim’ is some secondary distance function.

The main advantage of this algorithm is being recursive, which gives an ability to handle
sub-fields or sub-sub-fields, meaning that the algorithm is more likely to find a match
between a string and its corresponding incomplete string in several formats. Ontology
alignment [41], biomedical abbreviation clustering [45] and title matching [15] can be
mentioned as some examples of application of this similarity metric.

3 Lookup Table String Similarity Algorithm

We introduce Lookup Table String Similarity (LTSS) algorithm which is a method
based on pairwise comparison of the components of two strings s and ¢ to find the
similarity. Our newly proposed algorithm splits the original problem into smaller sub
problems to compute the similarity of two strings converted to integer arrays corre-
sponding to the indices of the components of each string by yielding scores to matches
and mismatches.

The LTSS algorithm is mainly based on constructing the similarity matrix of the com-
ponents of the strings, which is the calculated cost of changing one letter to another.

CIRRELT-2023-08 5
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For certain letters, the matrix values are initialized by predefined weight values. The
scoring metric used in this algorithm is sensitive to detect changes and swaps in the
components of strings and it penalizes the comparison. Besides the penalty on chang-
ing and swapping the components of strings, additional penalty will be added based on
the first letters of the two strings s and ¢. For instance, it adds up a weight for a change
from the letter ”K” in ”Katerine” when compared with the letter ’C” of ”Catherine”,
meaning that instead of putting zero for the similarity of such two letters, it detects the
change and adds a non-zero value. It also considers that the shift might have been oc-
curred in more than N letters, equal to the defined radius. The algorithm then iterates
over all the indices in a radius and add up a penalty based on the number of shifts and
compares the two letters within the radius in both strings. Finally, it finds the minimum
distance within the radius and returns it. Algorithm 1 illustrates the pseudo-code of
LTSS algorithm.

The steps of our proposed method can be summarized as:

1. Initializing parameters:

— radius: radius of the filter for the comparison of pairwise letters
costShift: cost of swapping two letters

costDIiff: cost of the difference of two letters

costFirst: cost of the difference of the two first letters

2. Compute the difference between size of the two strings and return zero if it is
greater than the radius.

3. Convert the two strings to indices of letters.

4. Construct similarity matrix of letters, which contains the cost of changing one letter
to another. For certain letters, we initialize the matrix values by specific weight
values.

5. Compute a penalty related to the size difference of the two strings, replacing a letter
by another, the penalty related to the shift between letters, and an additional penalty
on the first letter.

6. Iterate through the letters of the shortest string, and generate a vector storing all the
distances between pair letters within a radius.

7. Compute the distance between letters of the first index.

8. Iterate over all the indices in a radius and add up a penalty based on the number of
shifts.

9. Perform the comparison of two letters within the radius in both strings.

10. Find the minimum distance within the radius and return it.

4 Experimental Setup

In this section, first we explain the steps to prepare the data and the gold standard that
are used in this experiments. Then, we discuss our methodology regarding the imple-
mentation of an indirect comparison between selected similarity algorithms and LTSS
and different parts of the evaluation process.

6 CIRRELT-2023-08
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Algorithm 1 Lookup Table String Similarity algorithm

1:
2
3
4:
5:
6.
7
8

9:

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

21:
22:
23:
24
25:
26:
27:
28:
29:
30:
31:

procedure SIMILARITY(stringl, string2)

SETradius

SETcostShift

SETcostDif f

SETcostFirst

dif ference_Sizes = |stringl.length — string2.length)|

if (dif ferencesizes>this.maxDif f) then
return 0

end if

indl < getIndices(stringl)

ind2 < getIndices(string2)

WTB < loadthetableo fweights

__ costDif f Xmax(stringl.length,string2.length)
penalty - min(stringl.length,string2.length)
dist < 0

for i = 0 — min(stringl.length, string2.length) do

distRadius = vector[4 X radius + 1]

if (i == 0) then
distRadius.add(W T Blind2[i]][ind1[i]] x costFirst)
Elsedist Radius.add(WT Blind2[i]][ind1][i]])

end if

for j = 0 — radius do
penaltyShift = costShift x |j — i

dist Radius.add(WT Blind2[i)][ind1[i — j]] + penaltyShi ft)
dist Radius.add(W T B[ind2[i]][ind1[i + j]] + penaltyShi ft)
dist Radius.add(W T Blind1[i)][ind2[i — j]] + penaltyShift)
dist Radius.add(WT Blind1[i)][ind2[i + j]] + penaltyShi ft)
end for
dist+ = min(dist Radius)
end for

return dist
end procedure

4.1 Data Preparation

To conduct this study, we used WikEd Error Corpus [17]. This dataset contains large
and diversified records extracted from the Wikipedia revision history using data mining
techniques. It is a freely available corpus including 12,130,508 pairs of edited sentences
from the English version of Wikipedia and a total of 14 million edits of various types.
The edits include:

grammatical error corrections
stylistic changes

sentence rewordings and paraphrases:
spelling error corrections
encyclopaedic style adjustments

time reference changes

information supplements

CIRRELT-2023-08 7
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— numeric information updates
— item additions/deletions to/from bulleted lists
— etc ...

Although there are many types of edits in this corpus, the scope of our research has to
be limited to spelling error corrections. Since the data is too noisy and the variability
of texts is high, we perform an error selection process including two steps of extraction
and cleaning. First, for the extraction steps, we implemented a program that crawls the
raw data and extracts only the spelling error corrections amongst all the error correc-
tion types. The spelling error corrections are presented inside the logs with the format:
[-donload-] [+download+]. Basically, this format indicates that the word between the
two minuses was misspelled and replaced with the word between the two pluses.

Second, in the cleaning step, we filtered out texts consisting of stop words such as
”and”, ’then”, "when” etc, and those including numbers, digits and special characters.
Even though this refinement process reduced the size of the dataset, the remainder still
contained a very large amount of records. Since the average length of a word in most
English documents is over 5 characters 2 we eliminated non-English words and those
with less than five characters. Finally, a subset of 10,000 misspelled words was assem-
bled to perform the study. A gold standard was brought together by merging the results
of forming 777 groups of similar words by performing several manual adjustment and
verification processes. Each group was carefully edited by hand and repeatedly veri-
fied to ensure having a reliable solution file. The biggest group contained 40 words and
smallest one had only 4 words.

4.2 Methodology

To compare the performance of LTSS algorithm to the selected similarity measures, we
implemented a program that generates clusters, which we call Buckets, and then esti-
mated the correctness of the obtained results by comparing them to the gold standard.
In this setting the evaluation is mainly provided by casting the task as a clustering prob-
lem under the hypothesis that similar strings will end up in the same cluster using each
string similarity algorithm. If the overall performance of an string similarity algorithm
is good in terms of putting very similar words in one cluster and putting very dissimilar
words in different clusters, then it would be the same case for any 1:1 matching strings.
The operational methods are demonstrated in Figure Figure 1, and can be summarized
as follows:

— Creating the similarity matrix: This corresponds to a similarity graph (based on
each string similarity algorithm) with data points for nodes and edges whose weights
are the closeness between data points represented by a value between 0 and 1.
We used a Java library called SimMetrics [9] that contains the implementations of
string similarity algorithms in order to develop an application that performs pair-
wise comparisons to compute such matrix for all of the algorithms.

% http://www.wolframalpha.com/input/?i=average+english+word+length

8 CIRRELT-2023-08
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Fig. 1: Methodology steps

— Detecting outliers in data points: We keep only the most similar neighbors of each

data point using a nearest neighbor based outlier detection technique [3]. For this
purpose, we set the pruning threshold to the weakest outlier, then we calculate the
nearest neighbors for a data instance, and we set the outlier threshold for any data
instance to the score of the weakest outlier found. This removes instances that are
close to the outliers, and hence not interesting to be included in the flowing steps.

By plotting the histograms of similarities we found out the best value of the thresh-
old that covers the larger proportion of data and cuts out the lower, in order to filter
out weak similarities and reduce the size of the matrix. In other words, we keep
the strongest edges of the similarity graph. We repeated the procedure with many
iterations to figure out the best value of N based on obtained results.

It is important to mention that it was not necessary to normalize the matrices be-
cause the values are within a fixed range of zero to one. Hence, re-normalization
would shrink matrices, but there would have no effect in regard to the final results.
However, we considered the similarity distance matrix as a graph with connected
nodes (distance values) and we decided to keep only strong edges that correspond
to higher similarity distances i.e. distance = (1— similarity) between data points
in our matrices. This process not only reduced the size of matrices and calculation
time consequently, but also helped to cut out most of the outliers, hence resulting
in a better accuracy. The top N neighbors were chosen based on a careful analy-
sis of the proportion of data that seemed to be outliers. We plotted the frequency
of similarity values and filtered out only the segment containing the data that was
associated with less occurrence and higher similarity distance (between 0.6 and 1
in most cases).

Implementing K-Means clustering [27] to build buckets of similar words by using
each string similarity algorithm. K-Means requires setting the parameter for num-

CIRRELT-2023-08 9
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ber of buckets, and in our experiments we did set this number to number of buckets
in our gold standard in order to compare our results with the solution file.

— Implementing Hierarchical Agglomerative Clustering (HAC) [11] to create buckets
with no a priori information about the number of clusters required. Each data point
is allocated to its own bucket and after that the calculation proceeds iteratively,
joining the two most comparative buckets at each progression step, and continues
until there is only one bucket.

— Some metrics were used to evaluate the obtained results. In the following section,
we explain in details such metrics and the purpose of choosing them.

4.3 Evaluation Metrics

The evaluation is mainly provided by casting the task as a clustering problem under the
hypothesis that similar strings will end up in the same cluster using each string simi-
larity algorithm. If the overall performance of an string similarity algorithm is good in
terms of putting very similar words in one cluster and putting very dissimilar words in
different clusters, then it would be the same case for any 1:1 matching strings.

To evaluate the performance of the LTSS algorithm through the clustering task and to
assess the obtained results we developed several quantitative metrics, hence realizing
indirect comparison tests between the similarity algorithms and the LTSS algorithm:

— Intra-buckets distance:

— Intra-buckets distance: Intra-bucket distance is a measure of compactness that cal-
culates within set sum of squared errors. This measure is the sum of squares of
distances between the points of each bucket and the corresponding bucket center.
Smaller value for the within set sum of squared Errors is more desirable as it shows
that the string similarity algorithm considers words with minimum dissimilarity
between them as similar words. Since the dataset contains large volume of data,
we used the Apache Spark machine learning library [29] to rapidly compute this
metric.

— Inter-buckets distance: Inter-buchet distance is the measure of separation. It mea-
sures the distances between buckets’ centers by calculating the sum of distances
between the centroids and the total sample mean multiplied by the number of points
within each cluster. Inter-bucket distances represent the dissimilarities between the
buckets, therefore, an efficient string similarity algorithm tends to maximize this
value in order to come up with buckets that their centers are distant from each
other. This metric and the previous metric attribute to the compromise sought be-
tween minimizing intra-bucket distance and maximizing inter-bucket distance that
corresponds to the discriminatory power of the algorithm used as the string similar-
ity measure. Ideally, the selective force of the algorithm must be sufficiently strong
to result in minimal internal and maximal external distances.

10 CIRRELT-2023-08
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— Number of buckets per threshold: Using this metric helps understand the sensitivity
of each algorithm with respect to changes in thresholds. An efficient metric is ex-
pected to avoid being too sensitive to threshold, meaning that it should not generate
considerable different number of buckets when the threshold is changed insignifi-
cantly. This feature of the similarity algorithm has a direct effect on the end results
when applied to an automated machine learning system, since it renders the learn-
ing process overly reliant on the threshold.

— Total execution time: The overall time that it takes to generate buckets is calcu-
lated in milliseconds. This metric shows the efficiency of string similarity algorithm
in terms of computational cost. Lower execution time makes the algorithm more
adoptable and applicable in variety of domains with high interest in less computa-
tional cost. All experiments has been conducted 30 times and the average amount
is reported.

5 Results

Our results enabled us to draw conclusions on the efficiency of our novel string sim-
ilarity algorithm in comparison with broadly used ones. We discuss the outcome of
experimental analyses in the direction of specified characteristics that make an algo-
rithm effective while operating on expansive data sets such as bibliographic databases.
Our experiments were performed using an Intel Xeon 2.6 GHz computer with 64 Gig
of RAM.

Figure 2 shows the different values of within set sum of squared error resulting from
K-Means clustering on each similarity matrix that is generated by the selected string
similarity algorithms.

The results of computing within set sum of squared error showed that the performance
of these methods covers a wide range. Smith-Waterman and Monge-Elkan showed
higher errors in terms of within set sum of squared error. Our proposed algorithm out-
performs Cosine, Sorensen-Dice and Jaccard, surpasses the hybrid algorithm of Monge-
Elkan, and Smith-Waterman. the Levenshtein algorithm, the Jaro-Winkler algorithm
and the LTSS algorithm have the least within set sum of squared error compared to all
other algorithms.

We examined all the buckets created by each algorithm and found out that for instance
some very similar misspelled words like: ”achievedto”, ”chievment” and "unachieved”
are put together in one bucket when we applied the LTSS algorithm, whereas all other

algorithms distinguished them by putting into separate buckets.

We observed the buckets created by each algorithm and found out that for instance
some very similar misspelled words like: ”achievedto”, ”chievment” and "unachieved”
are put together in one bucket when we applied the LTSS algorithm, whereas all other

algorithms distinguished them by putting into separate buckets.
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Fig. 2: Intra-buckets distances

Although the Levenshtein algorithm produced lower error than the LTSS algorithm, it
considers the above-mentioned words not similar because of not containing the first
and the last exact similar characters, which makes the discriminatory power of this al-
gorithm questionable. When the first letters of the two compared strings are completely
different, the Levenshtein algorithm distinguishes them with reporting less similarity
value, whereas our method detects the shift in letters and returns more precise value for
the similarity score.

As an example, the LTSS algorithm computes the similarity between the words chmith”
and “shmith” as: ’0.9325”, while the Levenshtein algorithm return the value of ”0.8333”
for the similarity score; because of containing two different letters of ’c” and ”’s” at the
beginning of each word. Additionally, the LTSS algorithm considers words such as “at
lanica”, “atlantic” and “antlatic” as similar words, however, the Levenshtein algorithm
returns words such as “arbania”, “astanga”, as similar words for “atlanica”.

Figure 3 includes the histograms of all average distance values of elements inside buck-
ets produced by each algorithm. Our results indicates that the Jaro-Winkler algorithm,
the Levenshtein algorithm and the LTSS algorithm show better results compared to oth-
ers since the distribution of inter-bucket average distance values are biased toward the
minimum values. On the contrary, the rest of algorithms show tendency toward an av-
erage distance of 0.4 to 0.6 between words in buckets. In contrast, the LTSS algorithm
results in creating buckets with almost less than 0.6 average distance between words in
them.

Looking inside the buckets we can see the difference between the two algorithms’ re-
sults. For an example, the Sorensen-Dice algorithm considers the two words “’substra-
tion” and altrations” as similar words, whilst the LTSS algorithm separated them and
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grouped substration” with words such as “’subtraction”, ”sebtraction”, etc., and altra-
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tions”” was located inside a bucket with “altraction”, "aterations”, etc . as similar words.

Moreover, we consider an algorithm as successful if it also shows higher between
clusters distance. The results of inter-bucket distances are illustrated in Figure 4. The
Monge-Elkan algorithm shows the least between cluster sums of squares value. The
highest value of between cluster sums of squares belongs to the Levenshtien algorithm
followed by the LTSS algorithm which seems to outperform the Jaro-Winkler and the
rest of algorithms considering the discriminatory power with regard to inter-bucket dis-
tances.
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Fig. 4: Inter-buckets distances

While k-means tries to advance optimization to reach a global optimal, agglomerative
hierarchical clustering aims at searching for the best stride at each group combination,
running insatiable calculation, which is done precisely yet bringing a sub-optimal solu-
tion. Nevertheless, K-means clustering produces a single partitioning, but hierarchical
clustering can give distinctive partitioning depending on the level-of-determination that
we bring into consideration.
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Figure 5 shows that the LTSS algorithm is not too sensitive to the changes in the level
of threshold because it produces continuous good results through the shift in threshold
during the hierarchical clustering process. The best algorithm is the Jaro-Winkler, which
can be seen as a smooth curve with exponential gradual increase versus decreasing the
height. The rest of the algorithms show similar behavior by generating neighboring
curved lines.

When comparing string similarity measures, many inexpensive algorithms in terms of
computational cost can surpass quality limitations and open up new application fields
such as the task of disambiguation. In cascaded classification used to obtain disam-
biguation results on large amount of data, each classifier should produce a decision as
fast as possible to speed up the overall process. Results of comparing algorithms in
terms of computational cost in Figure 6 shows that the LTSS algorithm is the fastest
algorithm which makes it a better choice for big-data and real-time applications.

The closest competitor of the LTSS algorithm is the Levenshtein algorithm, with the
significant difference of practically twice the amount of total time to produce results.
The slowest algorithm is Smith-Waterman with showing around thrice completion time
compared to the LTSS algorithm.

6 Conclusion

We studied the string similarity search problem and introduced a new method: the
Lookup Table String Similarity (LTSS) algorithm. We performed a quantitative analysis
between the new algorithm and several extensively used string similarity algorithms to
evaluate the performance of the LTSS algorithm. Additionally, our research introduced
a comprehensive comparison study between some of the existing widely used similar-
ity measures. On the one, depending on the type of the application, one can use our
results in order to understand the trade-offs between different performance indicators
when choosing a suitable similarity algorithm. On the other hand, our novel algorithm
has a lower computational cost with an acceptable rate of accuracy. When operating
on large datasets, our proposed algorithm is time-efficient, which can be of an interest
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in applications with indispensable need of high processing speed such as disambigua-
tion. Future work will include testing our method against different databases, to better
understand its drawbacks and improve its performance.
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