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Abstract. Facility Location problems fit a large variety of practical planning contexts and are among 

the most studied combinatorial optimization problems. While these problems may become quite 

complex in certain applications, they are particularly well tackled by mathematical decomposition 

via Lagrangian Relaxation. This paper provides a guide to modeling and solving complex facility 

location problem variants via Lagrangian Relaxation. It first reviews the problem variants 

successfully tackled by Lagrangian Relaxation. It then guides the development of strong mixed-

integer programming formulations for a variety of problem variants, covering multi-period models, a 

wide range of capacity constraints, modular facility structures, facility relocation, and parameter 

uncertainty. Finally, it discusses how such variants can be efficiently solved via Lagrangian 

Relaxation, capable of providing tight lower and upper bounds in short computing times. 
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1 Introduction

Facility location problems aim at finding the optimal locations to place facilities that are required to satisfy
customer demand. Among the most simple and classical problem variants is the Capacitated Facility Location
Problem, which considers as input a set of customer demands, along with a set of candidate facility locations,
production capacities and transportation costs. The problem consists in selecting a subset of the candidate
locations to construct production facilities, from which the customer demand is then served. As such, the
problem balances the trade-off between investment and operational costs. While constructing too many
facilities is likely to be costly, too few facilities may result in large (and therefore expensive) transportation
distances to serve customer demands.

Facility location problems are among the most studied NP-hard combinatorial optimization problems,
given that they realistically represent the planning contexts in many application domains, including pro-
duction planning, telecommunication (see, e.g. Chardaire and Sutter, 1996), health care (see, e.g. Vahidnia
et al., 2009), education (see, e.g. Antunes et al., 2009) and forestry (see, e.g. Jena et al., 2015b). While ini-
tial facility location problems were rather simpler, the degree of realism to which facility location problems
have been modeled has drastically increased over the years. Planning problems nowadays may involve the
selection of production equipment and capacity, multiple time-periods, the adjustment of production capac-
ity over time, the relocation of facilities, multiple commodities, refined cost functions, the representation of
parameter uncertainty and, in the context of more complex supply chains, distributions networks spanning
over several echelons.

Even though multi-purpose optimization solvers have greatly evolved, the complexity and scale of the
planning problems have outgrown their capacity to solve such problems in sufficiently short computing times.
As a remedy, mathematical decomposition has been successfully applied to a variety of combinatorial opti-
mization problems. In the context of facility location problems, Lagrangian relaxation has shown to be an
efficient approach, if applied correctly. However, given the variety of facility location problems, developing
an appropriate optimization model and the right ingredients required for a Lagrangian heuristic can be a
challenging task. This paper aims at guiding the reader through the process of developing both an appro-
priate optimization model and the corresponding Lagrangian heuristic. To this end, we will first focus on
the development of a strong optimization model. We will here focus on Mixed-integer Programming models,
which have been by far the predominant modelling paradigm in this domain, particularly due to its flexibility.
We then explain how Lagrangian relaxation can be applied and how its ingredients can be tailored to the
specific problem variant at hand.

Lagrangian Relaxation. Lagrangian Relaxation, also referred to as Lagrangian decomposition, belongs
to the class of mathematical decomposition methods. As such, it has been developed on the premise of
exploiting the structure of the constraint coefficient matrix of the optimization model. While each method
has its advantages and disadvantages, Lagrangian decomposition tends to be particularly promising when a
large part of the constraint matrix is organized in a block structure, i.e., most of the constraints have non-zero
coefficients organized in blocks, while only a few constraints link these blocks. The latter type of constraints,
those that have non-zero coefficients simultaneously in several blocks, may be called the “complicating
constraints”. Lagrangian relaxation aims at relaxing the complicating constraints, and transfers them into
the objective function by penalizing their violation multiplied by weights, called the Lagrangian dual values
(or, multipliers) of the relaxed constraints. The resulting optimization problem is called the Lagrangian
subproblem. Given that the complicating constraints have been eliminated from the constraint matrix, the
problem can be decomposed into independent blocks. Ideally, solving each of these blocks is now easy and
can be performed by a specialized algorithm. In most facility location problems, the only constraints that
link the different blocks are the demand constraints, one for each candidate facility location. Relaxing the
demand constraints therefore yields subproblems that are easy to solve, since the opening decision for each
facility can be made independently from other locations.

The solution of the Lagrangian subproblem is, however, unlikely to be feasible to the original problem.
Most likely, the relaxed constraints are not satisfied. Theoretically, a set of Lagrangian dual values exist
such that the solution to the Lagrangian subproblem is also perfectly feasible to the original problem. This
set of optimal Lagrangian dual values is the result of solving the so-called Lagrangian dual problem, which
optimizes over the space of Lagrangian dual values. In practice, the optimal Lagrangian dual values are
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hardly found. Instead, one aims at converging to a set of Lagrangian dual value such that the violation of
the constraints is as small as possible.

Throughout the iterative process of improving the Lagrangian duals, the Lagrangian solution may be
used to derive solutions that are feasible to the original problem. Naturally, the challenge here lies within the
reconstitution of the relaxed constraints. As such, the employed process is an heuristic. Further, given that
the Lagrangian subproblem is a relaxation of the original (minimization) problem, the optimal solution to any
Lagrangian subproblem constitutes a lower bound to the original problem. A Lagrangian heuristics therefore
typically produces both upper bounds (i.e., feasible solutions) and lower bounds. Unless this procedure is
embedded in an exact algorithm (such as Branch-and-Bound), it remains an heuristic. In order to provide a
bound on the quality of the found upper bounds, it is important to find the best possible lower bound. This
lower bound is tyically impacted by the strength of the underlying formulation. It is therefore desirable to
use a formulation that is as strong as possible.

Throughout this paper, we aim at illustrating how to solve the Lagrangian dual, and how to tailor the
solution of the Lagrangian subproblem and the generation of feasible upper bounds to the various facility
location problem variants. For an in-depth discussion of Lagrangian Relaxation itself, as well as valuable
related insights, we refer the reader to the excellent introduction of Guignard (2003).

A review of Lagrangian Relaxation for Facility Location. Facility location problems have been
solved by Lagrangian Relaxation since over 30 years. To the best of our knowledge, up to today, Beasley
(1993) has been the only work proposing a framework to apply Lagrangian Relaxation to location problems.
The authors considered the classical Capacitated Facility Location Problem and explored the two principal
relaxations, which, until today, remain the most promising: relaxing the capacity constraints, or relaxing
the demand constraints. Relaxing the capacity constraints mostly makes sense when tackling a simple
location problem, in which no additional capacity decisions are involved. The resulting subproblem is an
uncapacitated location problem, which itself is NP-hard. As a result, relaxing the demand constraints is
a more popular approach, which allows, in most cases, to decompose the problem by candidate facility
locations.

Table 1 reviews most of the papers that applied Lagrangian relaxation to some sort of facility location
problem. In particular, it illustrates the characteristics of the tackled facility location problems. While not
necessarily exhaustive, the table aims at illustrating how both the complexity of the planning problems and
their corresponding Lagrangian relaxations have evolved over time.

We next explain the notation used in Table 1 to characterize the planning problems. Throughout the
abbreviations used to define the characteristics of the planning problem, lower-case letters indicate that
the characteristic results in an easier-to-solve problem, while upper-case letters indicate that the problem
becomes more difficult to solve (typically, since it becomes more complex). The first column refers to the
planning horizon: a problem has either a (s)ingle or (M)ultiple time-periods. The second column refers to
the network structure over which commodities are routed. We here focus on (s)imple 2-echelon problems,
i.e., those with two levels, typically constituted by a layer of facilities and a layer of customers. For the
sake of completeness, we also include a few works with (M)ultiple layers (including, for example, a layer
of warehouses) and those with a (G)eneral network structure. The following column indicates whether a
(s)ingle or (M)ultiple commodities are considered. The next set of columns indicates what kind of capacity
restrictions facilities are subject to. If none of the subcolumns is checked, then the problem is uncapacitated.
Capacitated problems either have a (f)ixed pre-defined capacity or allow to select the capacity from a pre-
defined set of capacity (L)evels. Some works also allow to install (M)ultiple facilities at the same location.
Finally, in multi-period settings, the capacity of facilities may be (E)xpanded or (R)educed once, or even
be (A)djusted several times throughout the planning horizon. Problems may also involve some particular
(I)ndustrial capacity constraints in order to represent the application context more realistically. The next
column indicates whether customers can be served by several facilities or only by a single one, also known
as (m)ulti- and (S)ingle-sourcing, respectively. The latter involves that allocation variables are binary,
which significantly complicates the solution of the problem. Single-sourcing also complicates the solution
via Lagrangian Relaxation, since the demand allocation for each facility in the Lagrangian subproblem
cannot be simply solved as a transportation problem. The function used to describe the production costs
is indicated in the next column: either it is a (s)imple linear cost-function, or it is more (C)omplex, often
involving piecewise linear functions. The next two columns indicate whether the problem allows for facility
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Time Eche- Comm- Capacity constr. Sour- Cost Relo- Uncer- Relaxed
Paper per. lons odities f L M E R I A cing func. cation tainty constr.
Guignard-
Spielberg and
Kim (1983)

s s s ✓ S s S

Barcelo et al.
(1990)

s s s ✓ S s D

Sridharan
(1991)

s s s ✓ m s D

Beasley (1993) s s s ✓ m s D v C
Shulman
(1991)

M s s ✓ ✓ m s D

Chardaire and
Sutter (1996)

M s s m s D

Holmberg and
Ling (1997)

s s M ✓ m C D

Agar and Salhi
(1998)

s s s ✓ S s

Hinojosa et al.
(2000)

M M M ✓ m s D

Correia and
Captivo (2003)

s s s ✓ m s D

Wu et al.
(2006)

s s M ✓ ✓ m s D

Correia and
Captivo (2006)

s s s ✓ S s D

Hinojosa et al.
(2008)

s M M ✓ m s D & F

Li et al. (2009) s s M ✓ m s C
Diabat et al.
(2011)

M s s S s D

Görtz and
Klose (2012)

s s s ✓ m s D

Ghodsi (2012) s s s ✓ m s ✓ C & N
Gendron et al.
(2016)

s M s m s C

Jena et al.
(2016)

M s M ✓ ✓ ✓ ✓ ✓ m s ✓ D & R

Jena et al.
(2017)

M s M ✓ ✓ ✓ m s D

Maŕın et al.
(2018)

M s s ✓ ✓ m s ✓ D

Cabezas et al.
(2021)

s s s m s ✓ D

Kadri et al.
(2022)

s G M ✓ m s F

Štádlerová
et al. (2023)

M s M ✓ ✓ m C ✓ D

Table 1: Characteristics of location problems tackled by Lagrangian relaxation
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relocation and the representation of parameter uncertainty. Finally, the last set of columns indicates the
constraints relaxed within the Lagrangian decomposition: (D)emand constraints, (C)apacity constraints,
(F)low conservation constraints (only in multi-echelon problems), (R)elocation linking constraints (only
when relocation is allowed) or (N)on-anticipativity constraints (only in the case of stochastic programming).

The indicated characteristics of the considered planning problems demonstrate that Lagrangian Relax-
ation has been consistently applied to new and more complex problem variants. In particular, complicating
features, such as multiple time-periods, multiple commodities and more complex cost functions have been
tackled more commonly in recent years. Most of the works have assumed predefined fixed production capac-
ities for the facilities. In the last 20 years, more complex variants have been considered and solved, including
the choice of the capacity level and the possibility of several facilities at the same location. Capacity expan-
sion, reduction, and the adjustment of capacities along time are more recent integrations. Most problems
also focus on the multi-sourcing problem variant, which is easier to solve than the single-sourcing variant
(and also more common in the real planning practices). The proposed Lagrangian algorithms mostly relax
the demand constraints. When problem variants are particularly complex, such as those including general
network structures, relocation or parameter uncertainty, the corresponding complicating constraints often
have also been relaxed. Literature on problem variants integrating such characteristics is rather recent.

Contributions, Scope and Outline. Given the diversity of problem variants and Lagrangian heuristics
proposed in the last decades, this paper aims at providing a systematic guide on how to model complex
facility location problems and solve them by means of Lagrangian heuristics. As such, it synthesizes content
from three principal references (Jena et al., 2016, 2017; Štádlerová et al., 2023), but also provides a few new
suggestions that have not yet been considered in the literature (e.g., a formulation to model piecewise linear
cost functions that does not make assumptions on the shape of the function).

The paper focuses on modeling most of the characteristics above, but restricts to the case of multi-sourcing
and 2-echelon problems. As such, we do not discuss the modeling or resolution of problems with multiple
echelons or general transportation networks in supply chains (see, e.g., Allen et al., 2022). We therefore
also exclude hub-location problems, which have been successfully tackled by Lagrangian relaxations (see,
e.g., Contreras et al., 2009). Finally, it is worthwhile mentioning that Lagrangian Relaxation has also been
applied to location problems based on discrete-choice models. A general framework is presented by Pacheco
Paneque et al. (2022).

The structure of this paper is as follows. Section 2 first introduces a general problem formulation that
accounts for multiple time-periods, multiple commodities, multiple capacity levels and the adjustment of
capacity along time. The following subsections then discuss special cases and extend this model to account for
complex production cost functions, modular facility structures, facility relocation and parameter uncertainty.
Section 3 then reviews Lagrangian Relaxation and its components (i.e., the Lagrangian subproblem, the
Lagrangian Dual, and the generation of feasible upper bounds) in the context of the base formulation. The
following subsections then explain how these components can be adapted to the various problem variants.
Finally, Section 4 concludes the paper.

2 Modeling Facility Location

We first review a general model in Section 2.1 that generalizes a variety of facility location problems and
discuss the modeling elements that render such model stronger than alternative models. Section 2.2 then
illustrates how the use of the model’s parameters results in different special cases. Following, Section 2.3
discusses the use of more complex (specifically, piecewise linear) objective functions. Section 2.4 models
complex facility structures, which may be partially and temporarily activated or closed. Section 2.5 focuses
on a model extension that enables facility relocation. Finally, Section 2.6 elaborates on the representation
of parameter uncertainty and the integration of different scenarios via stochastic programming.

2.1 A General Model

This section first reviews a general formulation (Jena et al., 2017) that encompasses a variety of different fa-
cility location problems, including those with multiple commodities, multiple time-periods, multiple capacity
levels and allowing to adjust the capacity level throughout the planning horizon.
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Facilities may be constructed at candidate facility locations indicated by a set J . A facility is constructed
at one of the eligible capacities, given within a discrete set L =

{
0, 1, . . . , ℓ

}
of possible capacity levels, where

level 0 indicates that no facility exists. Customer demand points are given by set I. The planning horizon
contains a total of t time periods, included in set T = {1, 2, . . . , t}. Without loss of generality, we assume that
the beginning of period t+ 1 corresponds to the end of period t ∈ T . In addition, we make the assumption
that all facility openings, closings and capacity changes are implemented at the beginning of a time period.
Customer demands may be specified for different commodities, given within set P . The demand of customer
i ∈ I for commodity p ∈ P in period t ∈ T is denoted by dtip, while the cost to serve one unit of commodity
p ∈ P from facility j ∈ J operating at capacity level ℓ ∈ L to customer i ∈ I during period t ∈ T is denoted
by gjtiℓp. The capacity of a facility of size ℓ ∈ L at location j ∈ J is given by uj

ℓ (with uj
0 = 0). The cost matrix

f jt
ℓ1ℓ2

describes the combined cost to change the capacity level of a facility at location j ∈ J from ℓ1 ∈ L to
ℓ2 ∈ L at the beginning of period t ∈ T and to operate the facility at capacity level ℓ2 ∈ L throughout time
period t ∈ T . Furthermore, we let ℓj ∈ L be the initial capacity level of an existing facility at location j ∈ J .

The mathematical formulation uses binary variables yjtℓ1ℓ2 equal to 1 if and only if the facility at location
j ∈ J changes its capacity level from ℓ1 ∈ L to ℓ2 ∈ L at the beginning of period t ∈ T . For a facility j ∈ J
open at capacity level ℓ ∈ L, set L−(j, t, ℓ) ⊆ L defines the capacity levels to which the capacity may be
changed at the beginning of period t ∈ T . In a similar fashion, set L+(j, t, ℓ) ⊆ L defines the capacity levels
from which the capacity may be changed to level ℓ ∈ L at facility j ∈ J at the beginning of period t ∈ T .
Depending on the application context, only a limited set of capacity changes may be eligible in practice.
As will be explained in the next section, a careful definition of sets L− and L+ therefore enables the model
to represent different problem variants. The continuous allocation variables xjt

iℓp denote the fraction of the
demand of customer i ∈ I for commodity p ∈ P in period t ∈ T that is served from a facility of size ℓ ∈ L
located at j ∈ J . The resulting model is known as the Generalized Modular Capacities (GMC) formulation:

(GMC) min
∑
j∈J

∑
t∈T

∑
ℓ1∈L

∑
ℓ2∈L−(j,t,ℓ1)

f jt
ℓ1ℓ2

yjtℓ1ℓ2 +
∑
i∈I

∑
j∈J

∑
ℓ∈L

∑
p∈P

∑
t∈T

gjtiℓpd
t
ipx

jt
iℓp (1)

s.t.
∑
j∈J

∑
ℓ∈L

xjt
iℓp = 1 ∀i ∈ I, ∀p ∈ P, ∀t ∈ T (2)

∑
i∈I

∑
p∈P

dtipx
jt
iℓp ≤

∑
ℓ1∈L+(j,t,ℓ)

uj
ℓy

jt
ℓ1ℓ

∀j ∈ J, ∀ℓ ∈ L, ∀t ∈ T (3)

∑
ℓ1∈L+(j,t−1,ℓ)

y
j(t−1)
ℓ1ℓ

=
∑

ℓ2∈L−(j,t,ℓ)

yjtℓℓ2 ∀j ∈ J, ∀ℓ ∈ L, ∀t ∈ T\ {1} (4)

∑
ℓ2∈L−(j,t,ℓj)

yj1ℓjℓ2 = 1 ∀j ∈ J (5)

xjt
iℓp ≤

∑
ℓ1∈L

yjtℓ1ℓ ∀i ∈ I, ∀j ∈ J, ∀ℓ ∈ L, ∀p ∈ P, ∀t ∈ T (6)

xjt
iℓp ≥ 0 ∀i ∈ I, ∀j ∈ J, ∀ℓ ∈ L, ∀p ∈ P, ∀t ∈ T (7)

yjtℓ1ℓ2 ∈ {0, 1} ∀j ∈ J, ∀ℓ1 ∈ L, ∀ℓ2 ∈ L−(j, t, ℓ), ∀t ∈ T. (8)

The objective function (1) minimizes the total cost for changing the capacity levels, maintaining open
facilities and serving the demand. Constraints (2) are the demand constraints for the customers. Constraints
(3) are the capacity constraints at the facilities. For each location j ∈ J , the model tracks the current capacity
level throughout the planning horizon. Constraints (4) link the capacity change variables in consecutive time
periods, while Constraints (5) initialize the sizes of the facilities at the beginning of the planning horizon,
ensuring that exactly one capacity level is selected. We may refer to such constraints as capacity flow
conservation constraints, given that, for each facility location, a flow of 1 unit is conserved throughout the
network to specify the capacity level defined over the various time periods.

Constraints (6), called the Strong Inequalities (SI), ensure that no demand can be served from a facility
of size ℓ ∈ L at period t ∈ T if no such facility is available during period t ∈ T . Since the capacity constraints
are also enforcing the same requirements, the SIs are redundant to the MIP model. Similar inequalities,
which can be seen as a special case of flow cover inequalities (Padberg et al., 1983), are used in many facility
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location and network design problems (e.g., Gendron, 2011; Chouman et al., 2016). In both facility location
and network design formulations, such SIs tend to drastically improve the LP relaxation bound.

0

1

3

2

0 0

3

2

0

1

3

2

0

1

3

2

1

capacity
levels

2t 4t3tperiods t

1

Figure 1: Network flow structure of capacity changes for a given facility.

Figure 4 illustrates the network that, for a given facility, manages the open capacity level at each of the
time-periods. A flow of 1 unit is sent through the network by activating binary variables yjtℓ1ℓ2 . The use
of such detailed variables may seem overly complicated on first sight, as there is a large number of binary
variables if L is large. A more classical formulation would consider the simpler binary variables yjtℓ that
take value 1 if the facility j ∈ J has capacity level ℓ ∈ L at throughout time period t ∈ T . In addition,
such formulation uses additional binary variables indicating the expansion or the reduction of ℓ capacity
levels. Both formulations are compared in Jena et al. (2015a). While the formulation using variables with
a single ℓ-index consists of less variables, it tends to provide a larger integrality gap (i.e., it provides a
weaker LP relaxation) than the GMC formulation. The main reason being that, in the GMC formulation,
the OF coefficients f jt

ℓ1ℓ2
incorporate the costs for both changing the capacity level and for maintaining the

facility open at that level throughout the time-period. Constraints (4) are defined for each ℓ ∈ L. This is not
possible in the simpler formulation, where the LP relaxation solution may mix construction and maintenance
variables with lowest costs. When developing a Lagrangian heuristic, one is therefore particularly interested
in strong formulations which may allow the Lagrangian subproblem to provide stronger lower bounds.

Another advantage of using the more complex GMC formulation lies in its ability to represent more refined
capacity change costs. While the simpler formulation represents only the costs to increase or decrease the
capacity level by ℓ levels, the GMC formulations can encode more details within f jt

ℓ1ℓ2
, allowing, for example,

to have different costs for a capacity expansion from level 1 to 3 then for an expansion from level 2 to 4,
even though, in both cases, the capacity is increased by two levels.

2.2 Special Cases

The formulation presented above may be unnecessarily complex for several applications. By careful design
of the sets used within this formulation, several special cases can be modelled. In particular, the single-
commodity variant is modelled when set P holds only one commodity. The single-period problem variant is
modelled when set T has only a single time-period. In this case, the set of eligible capacity levels for facility
j ∈ J is solely defined by L−(j, t = 0, ℓ). If the problem is uncapacitated, i.e., facilities are assumed to have
infinite capacity, Constraints (3) are not required. The strong inequalities (6) are then sufficient to ensure
that only opened facilities can be used. Finally, if L holds only one capacity level in addition to capacity
level 0, the model represents a problem variant with fixed capacity levels.

In the general case, if L− = L and L+ = L, the formulation allows to expand and reduce from any
capacity level to any other capacity level. Jena et al. (2015a) explore two problem variants as special cases.
In one problem variant, facilities can be constructed at any capacity level. Once constructed, they can be
temporarily closed when idle in order to avoid high maintenance costs. However, the available capacity at
a given location cannot be changed. The other problem variant allows for expanding and reducing capacity
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throughout the planning horizon. Here, a temporary closing is not possible, and one needs to completely
shut down the facility (to level 0) in order to completely avoid maintenance costs. Both problem variants,
as well as many more, can be modelled by appropriately defining L− and L+.

Finally, if minimum production quantities are required at the facilities, the total production quantity
may exceed the amount transferred to the customers. Such excess capacity may incur penalties, which can
be easily integrated into the model (see, e.g., Štádlerová et al., 2023).

2.3 Accounting for Complex Cost Functions

The facility location problem considered above makes the standard assumption that, for each capacity level
ℓ ∈ L, production costs are linear in function of the total production quantity, i.e., the per-unit production
costs is constant for each level ℓ ∈ L. Specifically, for a facility j ∈ J and time period t ∈ T , parameter
gjtiℓp defines both the per-unit production cost at capacity level ℓ ∈ L and the per-unit distribution costs for
product p ∈ P to customer i ∈ I. In practice, however, such costs may not be linear. In this case, a more
accurate modeling of the cost function is particularly important for production costs (see, e.g., Christensen
and Klose, 2021), which tend to be of higher order than transportation costs. In our case, such production
costs may be defined differently for each capacity level. For example in the case of economies scale, the
per-unit production costs would be a concave function.

(a) Separate functions for different capacity levels
(b) Piecewise-linear cost function for a specific capacity
level ℓ ∈ L

Figure 2: Exemple of a piecewise-linear production cost function (adapted from Štádlerová et al., 2023)

Štádlerová et al. (2022, 2023) consider a location problem in which equipment is placed to capture hy-
drogen. The type and quantity of capturing equipment installed defines the operating costs. As such, the
proposed model uses different capacity levels, and for each level, a concave function is defined, represent-
ing the capturing costs for the total amount of hydrogen captured at that location. This cost function is
approximated by a piecewise linear function. The total production costs are exemplified in Figure 2. Sub-
figure (a) illustrates the total production costs F that depend on both the selected capacity level ℓ ∈ L and
the total production quantity q at that location. Subfigure (b) exemplifies a piecewise-linear function for a
given capacity level ℓ ∈ L: specifically, 3 line pieces defined by 4 breakpoints. While the authors propose a
formulation tailored to the concave shape of the function, we will now show how any type of piecewise linear
function can be used, assuming that the end of each linear piece is identical to the beginning of the next
linear piece.

We separate the operational costs into two parts. Parameter gjtiℓp now exclusively refers to the per-unit
transportation costs to distribute product p ∈ P from facility j ∈ J operating at level ℓ ∈ L to customer
i ∈ I during time period t ∈ T . In addition, we separately define the production costs by a cost function
indicating the total costs to produce a quantity of q units. Specifically, for each ℓ ∈ L, ℓ ≥ 1 and facility
j ∈ J , we define a piecewise linear function F j

ℓ (q) that determines the costs to produce a total quantity

of q units at facility j ∈ J operating at capacity level ℓ ∈ L. This piecewise linear function consists of b
j

ℓ

line pieces, where b = 1, . . . , b
j

ℓ are the breakpoints of the production quantity defining the piecewise linear

function. For each line piece b ∈ [1, b
j

ℓ ], the production quantity at the beginning of the piece is given by
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U j
ℓb, while the end of the piece is given by U j

ℓb. As such, for a facility j ∈ J operating at level ℓ ∈ L, U j
ℓ(b=0)

is the minimum production level allowed, while uj
ℓ = U j

ℓ(b=b
j
ℓ)

is the maximum production level allowed.

Let µjℓbt be a binary variable that takes value 1 if facility j ∈ J operating at level ℓ ∈ L produces a
total quantity that falls into line piece b during time period t ∈ T . Further, let continuous variables µ1

jℓbt

and µ2
jℓbt represent the linear combination between the start and the end of the selected line piece such that

this linear combination corresponds to the total production quantity. The GMC model can be modified as
follows in order to account for such complex production cost functions by adding the following constraints,

where [b
j

ℓ ] denotes the sequential set
{
1, . . . , b

j

ℓ

}
:∑

b∈[b
j
ℓ ]

µjℓbt =
∑
ℓ1∈L

yjtℓ1ℓ ∀j ∈ J, ∀ℓ ∈ L, ∀t ∈ T (9)

µ1
jℓbt + µ2

jℓbt = µjℓbt ∀j ∈ J, ∀ℓ ∈ L, b ∈ [b
j

ℓ ], ∀t ∈ T (10)∑
i∈I

∑
p∈P

xjt
iℓp =

∑
b∈[b

j
ℓ ]

U j
ℓ(b−1)µ

1
jℓbt + U j

ℓbµ
2
jℓbt ∀j ∈ J, ∀ℓ ∈ L, ∀t ∈ T (11)

µjℓbt ∈ {0, 1} ∀j ∈ J, ∀ℓ ∈ L, b ∈ [b
j

ℓ ], ∀t ∈ T (12)

µ1
jℓbt, µ

2
jℓbt ≥ 0 ∀j ∈ J, ∀ℓ ∈ L, b ∈ [b

j

ℓ ], ∀t ∈ T. (13)

Constraints (9) ensure that a line piece is only selected if a corresponding facility operating at the correct
capacity level exists. Constraints (10) set the linear combination between the two breakpoints defining the
selected line piece. Constraints (11) require that the total production at a facility equals the production
represented by the linear combination of the two breakpoints. Constraints (12) and (13) are the domain
constraints.

The total production costs can now be computed based on the linear combination for the selected break-
points. Hence, the following term has to be added to the Objective Function (1), computing the total
production costs as the linear combination between the two breakpoints on the selected line-piece:

+
∑
j∈J

∑
ℓ∈L

∑
b∈[b

j
ℓ ]

∑
t∈T

F j
ℓ (U

j
ℓ(b−1))µ

1
jℓbt + F j

ℓ (U
j
ℓb)µ

2
jℓbt

A similar technique can be applied to model more complex transportation costs, if required.

2.4 Accounting for Modular Facility Structures

In specific applications, exclusively defining the capacity level may not be sufficient to accurately represent
a more complex structure of the production facility. This is the case, for example, if a facility is composed
by several modules (see, e.g., Wu et al., 2006; Alarcon-Gerbier and Buscher, 2022), each of which may have
different capacities and production costs. Expanding (or reducing) the total production capacity at a location
then requires a more refined modelling.

Jena et al. (2016) consider location decisions for forestry camps, each of which is composed of different
hosting units. The total capacity given by different combinations of such units can be represented as capacity
levels within the GMC model. However, in this planning context, idle units can further be temporarily
closed independently from each other to avoid unnecessary maintenance costs. The variables used in the
corresponding model therefore tracks two types of information at each location: the existing capacity level
and the currently open capacity level. In particular, the authors use variables yjtℓ1ℓ2n1n2

that take value 1 if
the facility at location j ∈ J changes its existing capacity from level n1 ∈ L to level n2 ∈ L at the beginning
of time period t ∈ T , while its available (open) capacity changes from level ℓ1 ∈ L to level ℓ2 ∈ L. As a
consequence, a total of n2−ℓ2 capacity levels are assumed to be temporarily unavailable (closed) during that
time period. The total costs for the set of changes are encoded in the more complex parameter f jt

ℓ1ℓ2n1n2
,

which includes the cost to change the existing capacity level, the change of open capacity and the cost to
maintain the facility open at level ℓ2 ∈ L throughout the time period. In order to account for such complex
decisions in the above defined GMC model, variables yjtℓ1ℓ2 have to be replaced by

∑
ℓ1∈L

∑
ℓ2∈L yjtℓ1ℓ2n1n2

.
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Figure 3: Network flow structure to manage partial facility closing and reopening. Each node indicates the
level of open and existing capacity (Jena et al., 2016).

The resulting network structure to manage the open and existing capacity levels at a location is exem-
plified in Figure 3. For the sake of simplicity, this figure only illustrates the expansion of existing capacity
levels (and not the reduction).

Within the model, capacity conservation equations (4) and (5) have to be replaced by the new capacity
conservation constraints, which track the individual changes for each n ∈ L and ℓ ∈ L:∑

ℓ1∈L+(j,t−1,ℓ)

∑
n1=ℓ1,...,ℓ

y
j(t−1)
ℓ1ℓn1n

=
∑

ℓ2∈L−(j,t,ℓ)

∑
n2=ℓ2,...,ℓ

yjtℓℓ2nn2

∀j ∈ J, ∀n ∈ L\ {0} , ∀ℓ = 1, . . . , n, ∀t ∈ T\ {1} (14)∑
ℓ2∈L−(j,t=0,ℓj)

∑
n2=ℓ2,...,ℓ

yj1(ℓ1=0)ℓ2(n1=ℓj)n2
= 1 ∀j ∈ J. (15)

Specifically, Equation (15) specifies that, at the beginning of the planning horizon, a facility at location
j ∈ J initially has no open capacity levels, even if a facility already exists at capacity level ℓj . Further note
that the capacity flow conservation constraints (14) could be formulated using only one constraints for each
location j ∈ J and time period t ∈ T . However, using separated constraints for each existing level n ∈ L
and open level ℓ ∈ L tends to significantly strengthen the LP relaxation.

2.5 Accounting for Facility Relocation

In several application contexts, facilities may be relocated (see, e.g., Alarcon-Gerbier and Buscher, 2022) as
opposed to shut down a facility at one location and construct a new facility at another location. A specific
example is given by Jena et al. (2015b, 2016), where forestry camps, composed by mobile trailers, can be
relocated closer to the new logging regions.

From a modeling perspective, two different approaches can be taken to integrate facility relocation,
visualized in Figure 4. A relocation can be modelled as a direct arc between an origin and destination
location, as exemplified in Sub-figure (a). Such modelling allows for representing costs that are tailored to
the specific origin-destination pair, e.g., based on the relocation distance. However, it also results in a large
number of relocation decision variables. As an alternative, a facility may first be moved to an artificial hub-
node, as illustrated in Sub-figure (b), and then be directed to its destination location. The latter approach
assumes that the cost of facility relocation primary depends on the size of the facility, while the cost difference
due to varying distances between the origin and destination locations are negligible.

We now explicitly model the latter option. To this end, binary variables w−
jtℓ and w+

jtℓ are added to the
model, which take value 1 if a facility of capacity size ℓ ∈ L is removed from and relocated to, respectively,
location j ∈ J at the beginning of time period t ∈ T .
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Figure 4: Two possible network flow architectures to model facility relocation.

These relocation variables have to be added to the capacity conservation constraints (4), which then write
as follows ∀j ∈ J ∀ℓ ∈ L ∀t ∈ T\ {1}:∑

ℓ1∈L+(j,t−1,ℓ)

y
j(t−1)
ℓ1ℓ

+ w+
jtℓ =

∑
ℓ2∈L−(j,t,ℓ)

yjtℓℓ2 + w−
jtℓ (16)

If the relocation of an existing facility at the first time-period is allowed, the corresponding w−
jtℓj variable

needs to be added to the left-hand side of Equation (5). The following equalities ensure that for each facility
of size ℓ ∈ L relocated to a location, there is exactly one facility of the same size removed from a location:∑

j∈J

w+
jtℓ =

∑
j∈J

w−
jtℓ ∀ℓ ∈ L\ {0} , ∀t ∈ T\ {1} . (17)

Finally, the relocation costs have to be added to the objective function. Assume that cRℓ denotes the costs
to relocate a facility of capacity size ℓ ∈ L from one location to another. The following term has to be added
to the objective function (1):

+
∑
j∈J

∑
ℓ∈L

∑
t∈T

cRℓ
2
w+

jtℓ +
∑
j∈J

∑
ℓ∈L

∑
t∈T

cRℓ
2
w−

jtℓ

Here, the relocation costs have been equally split onto the incoming and outgoing relocation variables. Given
that Equality (17) ensures that any outgoing facility matches an incoming facility of the same size, the
relocation cost can also be associated to only one of the two variables. However, in the case of a subsequent
Lagrangian relaxation, splitting the costs over the two variables is preferred to ensure that both variables
imply a usage cost.

If the relocation distance between specific location pairs has to be modelled, a single binary variable
wj1j2tℓ with more specific relocation costs cRℓj1j2 can be used instead, indicating that the respective facility is
relocated from location j1 ∈ J to location j2 ∈ J . The capacity change network, illustrated in Figure 4(a),
then uses variables that are directly used in Equations (4). As a consequence, Equalities (17) are no longer
required. The use of such binary variables with more detailed information does, however, not improve the
strength of the LP relaxation (Jena, 2014).

Note that the presented formulations make the assumption that relocation is instantaneous. If reloca-
tion is assumed to take one (or more) time-period(s), the w+

jtℓ variables have to be added to the capacity
conservation constraints (16) of a later occurring time-period. The formulations discussed above can also be
easily adapted to the case where only a part (e.g., certain units) of the facility is relocated.

2.6 Accounting for Uncertainty via Scenarios

Parameter uncertainty in facility location problems typically concerns the customer demands or the costs
to provide available capacity and to serve the customers. While deterministic problem variants aim at
minimizing the total costs required to satisfy the entire demand, the latter becomes ill defined when demand
is uncertain. In this case, the main paradigm classes to deal with such uncertainty include robust optimization
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(see, e.g., Ben-Tal et al., 2009) and stochastic optimization (see, e.g., Birge and Louveaux, 2011). Roughly
speaking, the former aims at minimizing the total costs required to satisfy the worst possible demand
outcome, while the latter aims at minimizing the average costs required to satisfy the possible demand
outcomes. We here focus on the case of the latter, where we minimize the expected costs and demand
uncertainty is assumed to be well represented by a set of demand scenarios. Such a case, where capacity
decisions have to be made in the first stage, while demand allocation is done in the second stage, has more
recently been handled by Lagrangian relaxation in the literature (see, e.g., Maŕın et al., 2018; Štádlerová
et al., 2023). When optimizing expectation, it is rarely beneficial to aim at satisfying the entire demand of
extreme cases that have a low probability of occurrence. It is therefore common to quantify the penalties
induced by shortfall demand units (also known as the recourse).

We assume that set S contains a set of scenarios that sufficiently well represents the parameter uncertainty,
with ωs being the probability that scenario s ∈ S will occur. For each scenario s ∈ S, dstip represents the
demand quantity for commodity p ∈ P requested by customer i ∈ I during time period t ∈ T . While other
parameters may also be uncertain and depend on s ∈ S, for the sake of illustration, we here restrict to
demand uncertainty. We assume a penalty cost in the case that the available capacity falls short of the
requested demand. To this end, let fS be the cost of one unit short of demand. The objective is then to
minimize the expected total costs required to satisfy the various demand scenarios.

In a dynamic planning context, the set of eligible first-stage decisions directly depends on the application
context, as well as the flow of information and decisions. Specifically, some of the capacity decisions (i.e., the
opening of facilities at some time periods and, potentially, capacity adjustments) may have to be made in
the first stage, while others can be postponed to the second stage, once demand quantities are more reliably
known. The shape of the set of first-stage decisions defines the problem variant. At one extreme of the
problem variants, all capacity decisions have to be made in the first stage. At another extreme, only a few
facility opening decisions (e.g., those for the first time period) have to be made in the first stage, while the
remainder can be tailored to the demand scenarios in the second stage. Such a flexible problem variant
particularly makes sense if the planning is carried out dynamically in a rolling horizon fashion. For example,
Štádlerová et al. (2023) requires that all facility openings, not matter at which time period, are decided in
the first stage, while capacity expansions can be made in the second stage.

For the scope of this paper, it is impossible to cover all problem variants that may result from the various
definitions of the first-stage decisions. We therefore here focus on the simplest case, where capacity decisions
y are made in the first stage and remain the same, no matter the demand outcome in the second stage. The
demand allocation decisions are then tailored to the specific demand scenario s ∈ S in the second stage.
Specifically, let xsjt

iℓp be the proportion of demand dstip, satisfied from the facility at location j ∈ J open at
capacity level ℓ ∈ L. If minimum production quantities at the facilities are required in the problem, potential
excess capacity will have to be defined separately for each demand scenario (see, e.g., Štádlerová et al., 2023).

We adapt the GMC formulation as follows. We define continuous variables x̃st
i as the unit amount of

the demand of customer i ∈ I at time period t ∈ T and scenario s that is under-served. In the Objective
Function (1), the corresponding penalties for shortfall quantities are added:

+
∑
i∈I

∑
s∈S

∑
t∈T

ωsf
S x̃st

i

Furthermore, term dtipx
sjt
iℓp in Objective Function (1) is replaced by

∑
s∈S dstipx

sjt
iℓp to account for the scenario-

dependent demand.
Demand constraints (2), capacity constraints (3) and SIs (6) are then replaced by their scenario-dependent

counterparts (18), (19) and (20), respectively.∑
j∈J

∑
ℓ∈L

xsjt
iℓp + x̃st

i = 1 ∀i ∈ I, ∀p ∈ P, ∀t ∈ T, ∀s ∈ S (18)

∑
i∈I

∑
p∈P

dstipx
sjt
iℓp ≤

∑
ℓ1∈L+(j,t,ℓ)

uj
ℓy

jt
ℓ1ℓ

∀j ∈ J, ∀ℓ ∈ L, ∀t ∈ T, ∀s ∈ S (19)

xsjt
iℓp ≤

∑
ℓ1∈L

yjtℓ1ℓ ∀i ∈ I, ∀j ∈ J, ∀ℓ ∈ L, ∀p ∈ P, ∀t ∈ T, ∀s ∈ S (20)

x̃st
i ≥ 0 ∀i ∈ I, ∀t ∈ T, ∀s ∈ S. (21)
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As previously mentioned, such formulation assumes that facilities do not have minimum production
requirements. In Section 2.3, we elaborate on how to incorporate capacity-level dependant minimum pro-
duction requirements at facilities. In that case, under uncertain demand, additional variables have to be
added, representing the produced excess capacity. Such production excess will then have to be penalized in
the objective function. We refer the reader to the work of Štádlerová et al. (2023) for such a case.

3 Solution via Lagrangian Relaxation

Lagrangian decomposition relaxes complicating constraints and transfers their violation into the objective
function. Two different relaxations are typically considered: relaxing the demand constraints (2) or relaxing
the capacity constraints (3). The latter has been successfully attempted by several authors (Beasley, 1993;
Li et al., 2009; Ghodsi, 2012; Gendron et al., 2016). However, the resulting subproblem is typically still NP-
hard. For example, in the case of the classical CFLP, the resulting subproblem is an Uncapacitated facility
location problem. While relaxing the capacity constraints may make sense in some particular situations, it
is unlikely to provide competitive results when some of the key features of the problem involve the facility
capacities, such as several capacity levels and capacity adjustment over time (as it is the case with the GMC).

We therefore here decide to relax the demand constraints (2) within the GMC formulation (see Section
2.1), which are the only constraints that provide a link among the different candidate facility locations. Such
a relaxation also allows for a more unified approach that can be adjusted to the various extensions discussed
throughout Sections 2.3 to 2.6.

Let α be the vector of Lagrange multipliers of demand constraints (2). After relaxing these constraints,
transferring their violation into the objective function and rearranging its terms, we obtain the following
Lagrangian subproblem:

L(α) = min
∑
j∈J

∑
ℓ1∈L

∑
ℓ2∈L−(j,t,ℓ)

∑
t∈T

f jt
ℓ1ℓ2

yjtℓ1ℓ2

+
∑
i∈I

∑
j∈J

∑
ℓ∈L

∑
p∈P

∑
t∈T

(gjtiℓpd
t
ip − αt

ip)x
jt
iℓp +

∑
i∈I

∑
p∈P

∑
t∈T

αt
ip

s.t. (3)− (8).

Solving this problem yields the Lagrangian solution, which is feasible for the original GMC formulation
only if the demand violation (1 −

∑
j∈J

∑
ℓinL xjt

iℓp) equals 0 for all i ∈ I, p ∈ P and t ∈ T . This the case
only when the optimal Lagrange multipliers are found, which correspond to solving the so-called Lagrangian
dual problem. Solving the Lagrangian dual to optimality is practically often impossible. Instead, it is
common to iteratively improve the Lagrange multipliers such that the total violation decreases until a certain
convergence criteria is met. Throughout this process, feasible solutions can be obtained by “repairing” the
obtained Lagrangian solutions.

In the following sections, we elaborate on how to solve the Lagrangian subproblems efficiently, how to
solve the Lagrangian dual problem and how to generate solutions that are feasible for the original problem.
We will start with the case of the general GMC formulation, and then discuss the adjustments necessary to
account for more complex problem variants (see Sections 2.3 - 2.6).

3.1 Solution of the Lagrangian Subproblem

In order to simplify the representation, let c̃jtiℓp = gjtiℓpd
t
ip−αt

ip denote the modified costs for the xjt
iℓp variables.

Given that the demand constraints have been relaxed, the Lagrangian subproblem can be separated into one
subproblem for each candidate facility location j ∈ J . The objective function of the Lagrangian subproblem
can then be written as L(α) =

∑
j∈J Lj(α) +

∑
i∈I

∑
p∈P

∑
t∈T αt

ip. Here, Lj(α) corresponds to the part of
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the objective function specific to candidate location j ∈ J , written as follows:

Lj(α) = min
∑
ℓ1∈L

∑
ℓ2∈L−(j,t,ℓ1)

∑
t∈T

f jt
ℓ1ℓ2

yjtℓ1ℓ2 +
∑
i∈I

∑
ℓ∈L

∑
p∈P

∑
t∈T

c̃jtiℓpx
jt
iℓp

s.t.
∑
i∈I

∑
p∈P

dtipx
jt
iℓp ≤

∑
ℓ1∈L+(j,t,ℓ)

uj
ℓy

jt
ℓ1ℓ

∀ℓ ∈ L, ∀t ∈ T

∑
ℓ1∈L+(j,t−1,ℓ)

y
j(t−1)
ℓ1ℓ

=
∑

ℓ2∈L−(j,t,ℓ)

yjtℓℓ2 ∀ℓ ∈ L, ∀t ∈ T\ {1}

∑
ℓ∈L−(j,t,ℓj)

yj1ℓjℓ = 1

xjt
iℓp ≤

∑
ℓ1∈L+(j,t,ℓ)

yjtℓ1ℓ ∀i ∈ I, ∀ℓ ∈ L, ∀p ∈ P, ∀t ∈ T

xjt
iℓp ≥ 0 ∀i ∈ I, ∀ℓ ∈ L, ∀p ∈ P, ∀t ∈ T

yjtℓ1ℓ2 ∈ {0, 1} ∀ℓ1 ∈ L, ∀ℓ2 ∈ L−(j, t, ℓ1), ∀t ∈ T.

In the following sections, we will elaborate on how to solve the Lagrangian subproblem above, as well as
those derived from the other proposed problem extensions.

3.1.1 Solving the subproblem for each candidate location

Subproblem Lj(α) can be solved independently for each facility location j ∈ J (see, e.g. Jena et al., 2017).
Each subproblem corresponds to the capacity planning over the planning horizon at that given location j ∈ J ,
which can be computed by solving a shortest-path problem defined on the acyclic time-capacity graph, as
exemplified in Figure 4. The arc costs to change from one capacity level to another at the beginning of each
time-period includes the costs to change capacity, maintain the facility open at the new capacity level, as well
as the demand allocation to the customers (considering the modified costs c̃jtiℓp). Specifically, the shortest-
path network for facility location j ∈ J is defined by nodes (ℓ, t), ℓ ∈ L, t ∈ T . The arc costs representing
a capacity change from level ℓ1 ∈ L to level ℓ2 ∈ L at the beginning of period t ∈ T , maintenance costs at
level ℓ2 ∈ L and the optimal demand allocation is then given by f jt

ℓ1ℓ2
+ L̂α

j (ℓ, t). Here L̂α
j (ℓ, t) represents the

optimal demand allocation at a facility located at j ∈ J and open at level ℓ ∈ L during time period t ∈ T
under multipliers α, and will be defined next.

Computing the optimal demand allocation. Computing the optimal demand allocation with costs
L̂α
j (ℓ, t) for each time period t ∈ T and capacity level ℓ ∈ L minimizing the modified costs c̃jtiℓp = gjtiℓpd

t
ip−αt

ip

is equivalent to solving a continuous knapsack problem. This can be done in polynomial time. First, all
demand nodes dtip with non-positive allocation costs are sorted in increasing order of their adjusted per-unit

transportation costs, given by c̃jtiℓp/d
t
ip. Then, demand is allocated (respecting the sorted sequence) until

either the demand of a customer i ∈ I and commodity p ∈ P is fully met or the capacity uj
ℓ is filled.

The resulting shortest-path problem can be solved by standard algorithms, such as the Dijkstra algo-
rithm, a minimum cost-flow network solver or Dynamic Programming. As mentioned earlier, the solutions
obtained from solving the Lagrangian subproblem are likely infeasible to the original problem. In order to
obtain feasible solutions that constitute an upper bound to the problem, one may aim at “repairing” the
Lagrangian solutions. This will be discussed in Section 3.3.

Solution under special cases. The solution of the subproblem Lj(α) may simplify under some of the
special cases discussed in Section 2.2. Naturally, having a single commodity instead of several commodities
still requires to solve a shortest-path problem as described above. In contrast. in the case of a single-period
problem, the optimal capacity level can easily be found by inspecting the costs for each level. If the problem
is uncapacitated, the demand allocation described above requires to allocate to the facility all demand nodes
with non-positive allocation costs. Finally, if set L only has a single capacity level in addition to level 0 and
a facility cannot be closed once opened, the optimal time-period to open the facility can be identified by
inspection: for each time-period, one considers the costs to open the facility and maintain it open until the
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end of the planning horizon. If, however, facilities may be closed as well, or in the case of any other more
complex capacity change rules induced by sets L− and L+, the subproblem is solved easiest as a shortest-path
problem as previously described.

3.1.2 Solution in the case of Complex Cost Functions

When piecewise linear cost functions are used for the production costs that depend on the facility’s capacity
level ℓ ∈ L, the Lagrangian subproblem is still be decomposed as previously shown. However, in order to
find the optimal production schedule for each facility location, the demand allocation has to be adjusted.
Specifically, the demand allocation, solved as a continuous knapsack problem, now has piecewise linear costs
(see, e.g., Christensen and Klose, 2021). The objective to be minimized now also accounts for the piecewise-
linear production costs given through the linear combination between µ1 and µ2, while g now exclusively
refers to the distribution costs. As such, the continuous knapsack with piecewise-linear production costs
minimizes the following term:∑

j∈J

∑
ℓ∈L

∑
t∈T

∑
b∈[b

j
ℓ ]

F j
ℓ (U

j
ℓ(b−1))µ

1
jℓbt + F j

ℓ (U
j
ℓb)µ

2
jℓbt + c̃jtiℓp

, where c̃jtiℓp = gjtiℓpd
t
ip − αt

ip.

Let hj
ℓbt =

F j
ℓ (U

j
ℓb)−F j

ℓ (U
j
ℓ(b−1)

)

Uj
ℓb−Uj

ℓ(b−1)

be the per-unit production costs at facility i ∈ I that produces at capacity

level ℓ ∈ L and breakpoint b of its piecewise linear cost function during time period t ∈ T . The marginal
costs to produce and serve one additional unit while having selected line piece b on capacity level ℓ ∈ L is
computed as mj

ℓbt = c̃jtiℓp + hj
ℓbt.

We define one piecewise linear continuous knapsack for each capacity level ℓ ∈ L and time-period t ∈ T .
Customer demands have to be added line piece by line piece. To this end, for a given ℓ ∈ L and t ∈ T ,
customer demands dtip are sorted in non-decreasing order of their per-unit distribution costs c̃jtiℓp/d

t
ip. Given

that the distribution costs do not depend on b, the sorted sequence of customer-commodity pairs is the same
no matter the line piece b. Starting with b = 1, customer demands are then allocated in that order either
until the marginal cost is positive (i.e., mj

ℓbt > 0) or until the capacity limit U j
ℓb of the current line piece b is

reached. In the case of the latter, the next highest line piece b = 2, . . . , b is considered.
If this iterative procedure reaches the maximum capacity U j

ℓb
of the last line piece b, the facility cannot

serve all profitable customer demands. On the other hand, if the minimum production capacity U j
ℓ(b=0) has

not been met by adding customers with marginal costs mj
ℓbt ≤ 0, customers with positive marginal costs

have to be considered until the minimum production capacity is reached.

3.1.3 Solution in the case of Modular Facility Structures

In the context of modular facility structures that can be modelled by tracking both the existing capacity level
and the capacity level that is currently open (i.e., available for production), the solution approach for the
Lagrangian subproblem outlined in Section 3.1.1 can be extended. In this case, the shortest path problem
is defined on a more complex capacity-time network, as illustrated in Figure 3.

Each node (ℓ, n) now represents the actual capacity that is available for use and the total capacity that
exists at a given location. The arc costs to transition from one node to another additionally need to consider
the costs to temporarily close or reopen a part of the existing capacity. Specifically, the shortest-path network
for facility location j ∈ J is defined by nodes (ℓ, n, t) with ℓ ∈ L, n = ℓ, . . . , q, t ∈ T . As before, the arc
costs represent a change from existing level n1 ∈ L, open at level ℓ1 ∈ L, to existing level n2 ∈ L open
at level ℓ2 ∈ L at the beginning of period t ∈ T , as well as the maintenance costs at level ℓ2 ∈ L and the
optimal demand allocation. The arc transitioning costs are therefore given by f jt

ℓ1ℓ2n1n2
+ L̂α

j (ℓ, t), where

L̂α
j (ℓ, t) represents the costs of the optimal demand allocation as defined and computed in Section 3.1.1.

As before, the resulting shortest path problem can be solved, for example, by dynamic programming. For
further details concerning the solution procedure in the case of modular facility structures, we refer to Jena
et al. (2016).
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3.1.4 Solution in the case of Facility Relocation

If the context of the planning problem allows for facility relocation, both the demand constraints (2) and the
relocation hub constraints (17) are considered complicating, since they sum over different facility locations.
Two possibilities can be considered: either only relax the demand constraints or relax both sets of constraints.

In the former case, the problem cannot be decomposed by candidate facility location. One may add
to the subproblem aggregated demand constraints, enforcing that the total production capacity available
at each time-period is sufficient to satisfy the entire demand of that time-period. However, the problem
cannot be solved combinatorially and has to be solved by a general-purpose MIP solver. The solution of the
subproblem may therefore be rather slow. While the obtained solutions may give insights about beneficial
facility relocations and yield interesting lower bounds, to the best of our knowledge, literature has not yet
reported on competitive approaches for this type of relaxation.

In contrast, the latter case, relaxing both sets of contraints, has been successfully used in the literature.
Here, the subproblem can be decomposed by facility locations (see Jena et al., 2016), each of which can
be solved as a shortest-path problem in a similar fashion as previously discussed. In this case, additional
Lagrangian multipliers β are added when relaxing the relocation hub constraints (17), and the following
term is added in the objective function, indicating the violation of the relaxed constraints:

+
∑

ℓ∈L\{0}

∑
t∈T\{1}

∑
j∈J

w−
jtℓ −

∑
j∈J

w+
jtℓ

βℓt

The resulting subproblem can be solved, as previously discussed, separately for each facility location.
Note that the Lagrangian solutions obtained may not satisfy the relocation constraints, i.e., the number of
removed facilities may not match the number of arriving facilities. The solutions must be “repaired” to be
feasible to the original problem, which will be outlined in Section 3.3.3. Finally, we also note that a location
problem that combines both facility relocation and modular facility structures requires a more subtle analysis
in order to solve the Lagrangian subproblem. We refer the reader to the work of Jena et al. (2016) who have
solved such a problem by means of Lagrangian relaxation.

3.1.5 Solution in the case of Uncertainty via Scenarios

When parameter-uncertainty is explicitly acknowledged in the model via demand scenarios, for the case
where the entire capacity schedule has to be decided in the first stage, the solution of the Lagrangian
subproblem changes only marginally. Specifically, scenario-dependent demand constraints (18) are relaxed,
and Lagrangian multipliers αipts are used, now also depending on scenario s ∈ S.

After the relaxation of demand constraints (18), the objective function of the Lagrangian subproblem
Lj(α) additionally contains the following term, given that the shortfall variables x̃st

i are part of the relaxed
constraints:

+
∑
i∈I

∑
s∈S

∑
t∈T

(ωsf
S − αipts)x̃

st
i .

To solve the Lagrangian subproblem, the shortest path problem (see Section 3.1.1) throughout the time-
capacity network can still be applied, given that the entire capacity schedule is assumed to remain the same
for all demand scenarios. Two changes have to be made to compute the costs at each node. First, the
objective function of the Lagrangian solution now has to take into consideration the term above for shortfall
variables x̃st

i . Second, the costs for the demand allocation within each of the time-capacity nodes within
this network have to consider the different demand scenarios. To this end, for each time period t ∈ T and
capacity level ℓ ∈ L, the continuous knapsack has to be solved for each demand scenario s.

Given the demand shortfall variables x̃st
i only appeared in the relaxed demand constraints (18), but not

in the remaining constraints, they are now constrained only by their domain constraints (21). As such their
solution values do not impact the solution values of the demand allocation variables x. The continuous
knapsack can therefore be solved as previous explained in Section (3.1.1). In order to obtain valid lower
bounds from the Lagrangian solution, one still requires to solve for the values of x̃st

i , which can be computed
by inspection (i.e., they are set either to 0 or to the corresponding customer demand).
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Different subsets of second-stage decisions. As noted in Section 2.6, we here assume that all capacity
decisions have to be made within the first stage of the two-stage stochastic optimization problem. In many
applications, this is not the case. For example, in a dynamic context in which the optimization model is
reoptimized at each time-period, only capacity decisions for the first (i.e., the next upcoming) time-period
may have to be made in the first stage, while the remainder can be approximated in the second stage and
will only be taken in the upcoming executions of the optimization model. In such cases, the Lagrangian
subproblem for each facility location cannot be solved simply by solving a shortest path-problem. Instead,
one needs to distinguish decisions that are made within the first stage and those that are made in the second
stage, independently for each scenario. A shortest path problem then has to be solved separately for each
scenario and for a given set of first-stage decisions. For a facility location that features both uncertainty-
based scenarios and complex production cost functions, and that defines certain capacity decisions within
the second stage of the stochastic optimization problem, we refer to the work of Štádlerová et al. (2023),
who explain in detail the use of Lagrangian relaxation to solve such a problem.

3.2 Solution of the Lagrangian Dual Problem

For any given Lagrange multiplier α, the solution provided by the Lagrangian subproblem L(α) provides a
lower bound to the original problem. The best possible lower bound z∗ is obtained by solving the so-called
Lagrangian dual problem:

z∗ = max
α

L(α).

In theory, there exists a set of multipliers α such that the solution of the Lagrangian subproblem is
also feasible to the original problem, i.e., the relaxed constraints are not violated. In practice, however,
these multipliers are rather difficult to find and solving the Lagrangian dual exactly is typically challenging.
Iterative approaches, aiming at converging to multipliers that maximize the Lagrangian dual, and therefore
minimize the implicit violation of the relaxed constraints, has been shown to be an effective approach. These
approaches can be divided into two classes: subgradient methods, which consider one subgradient at each
iteration and bundle methods, which make use of a subset of subgradients. Both classes will be discussed
below.

3.2.1 Subgradient Method

Subgradient methods iteratively adjust the Lagrangian multipliers into the direction that allows for a smaller
violation of the relaxed constraints. They consist of two main ingredients: the subgradient direction and
the stepsize. In the case where the demand constraints (2) have been relaxed, a subgradient direction γkt

ip

for multiplier αt
ip at iteration k can be easily computed as the violation of the relaxed constraints when

considering the solution x of the current Lagrangian subproblem. It is computed as:

γkt
ip = 1−

∑
j∈J

∑
ℓ∈L

xijt
ℓp ∀i ∈ I, ∀p ∈ P, ∀t ∈ T.

For all subgradient directions, a common stepsize is used, representing the amount each Lagrangian
multipliers will be adjusted into the subgradient direction. A common approach, suggested by Held et al.
(1974) and successfully used in succeeding works (see, e.g., Shulman, 1991; Sridharan, 1991; Correia and
Captivo, 2003; Jena et al., 2017), is to choose the stepsize λk at iteration k depending on how close the
current solution value (which constitutes a lower bound) is to the best known upper bound Ẑ, scaled by
scalar δk and the magnitude of all current subgradient directions:

λk = δk
Ẑ − Lk(α)∑

i∈I

∑
p∈P

∑
t∈T (γ

kt
ip )

2
.

The Lagrangian multipliers used within the next iteration are then updated as follows:

α
(k+1)t
ip = αkt

ip + λkγkt
ip ∀i ∈ I, ∀p ∈ P, ∀t ∈ T.
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The performance and convergence may highly vary among problem instances and is known to be sensi-
tive to the values of its parameters. For the scalar, it has been found beneficial (see, e.g., Jena et al., 2017)
to use an initial value of δ0 and a subsequent halving of the value every 25 consecutive iterations without
improvement of the lower bound. Lagrangian multipliers α are typically initialized with 0.

Subgradient for relaxed relocation constraints. If the problem accounts for relocation, and the
corresponding relocation linking constraints (17) have been relaxed, the subgradient method has to take into
consideration the subgradients for the multipliers β. At the k-th iteration, a subgradient can be computed
as follows, with variables w− and w+ fixed to the values found in the solution to the Lagrangian subproblem:

µk
ℓt =

∑
j∈J

w−
jtℓ −

∑
j∈J

w+
jtℓ ∀ℓ ∈ L\ {0} , ∀t ∈ T.

The computation of the step size has to be extended as follows:

λk = δk
Ẑ − Lk(α)∑

i∈I

∑
p∈P

∑
t∈T (γ

kt
ip )

2 +
∑

ℓ∈L\{0}
∑

t∈T (µ
k
ℓt)

2
.

Finally, the Lagrangian multipliers for the relaxed relocation linking constraints, used within the next
iteration are then updated as follows:

β
(k+1)
ℓt = βk

ℓt + λkµℓt ∀ℓ ∈ L\ {0} , ∀t ∈ T.

Subgradient in the case of demand uncertainty. As the subgradient is computed as the violation
of the relaxed constraint, it now has to account for shortfall variables x̃ in each of the scenarios s ∈ S,
computed as follows:

γkts
ip = 1−

∑
j∈J

∑
ℓ∈L

xijt
ℓp − x̃st

i ∀i ∈ I, ∀p ∈ P, ∀t ∈ T, ∀s ∈ S.

The stepsize λk for the next iteration k now has to sum over all squared subgradients as before, but
additionally including those for the different scenarios:

λk = δk
Ẑ − Lk(α)∑

i∈I

∑
p∈P

∑
t∈T

∑
s∈S(γ

kts
ip )2

.

Finally, the computation of the next Lagrangian multipliers α is now also carried out separately for each
scenario s ∈ S:

α
(k+1)ts
ip = αkts

ip + λkγkts
ip ∀i ∈ I, ∀p ∈ P, ∀t ∈ T, ∀s ∈ S.

3.2.2 Bundle Methods

An alternative to classical subgradient methods are so-called Bundle methods, which use a subset B ⊆
{1, . . . , k} of the previous multiplier-subgradient tuples < L(αm), γm > from any previous iteration m ∈
[1, k], where k is the current iteration. In contrast to the subgradient method explained above, those
methods do not rely on an upper bound.

We will here focus on two bundle methods that have been successfully applied to solve complex facility
location problems.

Aggregated Bundle method. We illustrate the aggregated bundle method proposed by Frangioni and
Gallo (1999) and Frangioni (2005), which has been successfully applied in several location (see, e.g., Jena
et al., 2016, 2017) and network design problems (see, e.g., Frangioni and Gorgone, 2014). The method
aims at finding a linear combination θ among the available subgradients by solving the following quadratic
optimization problem:

min
θ

{
1
2 ∥

∑
m∈B

γsθm ∥2 + 1
REBθ; s.t.

∑
m∈B

θm = 1, θ ≥ 0

}
,
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where R is the so-called trust region, and Em = L(α) + γ(α̂− α)− L(α̂) is the linearization error from the
current point α̂.

The tentative ascent direction is then computed by the convex combination of the subgradients, using
the convex multipliers θ. Alternatively, the dual problem can be solved to compute the ascent direction, or
directly the new point. Frangioni and Gallo (1999) elaborate on this relationship in detail.

The solution values for θm do not only derive the next ascent direction, but may also be useful to con-
struct feasible integer solutions. Given that high values of θm indicate that certain subgradients are judged
more promising then others, one may want to pay close attention to the corresponding multipliers and the
Lagrangian solution resulting from them. This relationship is briefly discussed in Section 3.3.5.

Boxstep method. Another method that has been successfully used to solve the Lagrandian dual for
complex location problems (see, e.g., Schütz et al., 2009; Štádlerová et al., 2023) is the boxstep method
(Marsten et al., 1975). The method directly computes the set of the next Lagrangian multipliers α(k+1) by
solving the following linear program, where Lk = L(αk)−

∑
i∈I

∑
p∈P

∑
t∈T αkt

ipγ
kt
ip :

max ϕ

s.t. ϕ ≤ Lm +
∑
i∈I

∑
p∈P

∑
t∈T

α
(k+1)t
ip γmt

ip m = 1, . . . , k

α
(k+1)t
ip ≤ αkt

ip +∆kt
ip ∀i ∈ I, ∀p ∈ P, ∀t ∈ T

α
(k+1)t
ip ≥ αkt

ip −∆kt
ip ∀i ∈ I, ∀p ∈ P, ∀t ∈ T

ϕ ∈ R, α(k+1)t
ip ∈ R.

Here, ∆kt
ip defines the box, specific to each multiplier αkt

ip . Typically, the box decreases in size as the algorithm

converges. For example, Štádlerová et al. (2023) propose to decrease the boxsize by a predefined percentage
whenever ∆kt

ip changes its sign from one iteration to the next. Further, the authors also reset the box size
if the multipliers do not change for three consecutive iterations in order to allow for escaping local optimal.
Note that the ideal initial box size depends on the magnitude of the multiplier values and should be selected
such that the convergence of the LB is fastest.

If several demand scenarios are used (as suggested in Section 2.6), the right-hand side of the first constraint
of the LP of the boxstep method has to be adjusted such that the Lagrange multipliers are also summed over
all demand scenarios s ∈ S. Similarly, the two remaining constraints have to be defined for each demand
scenario s ∈ S.

3.3 Generation of Feasible Upper Bounds

At each iteration, the Lagrangian heuristic may make the attempt to construct an upper bound to the
problem, which corresponds to a feasible solution to the original problem. When the subgradient method is
used to solve the Lagrangian dual problem, this upper bound also directly impacts the computation of the
step size and therefore the convergence of the algorithm.

The generation of good upper bounds may be time consuming. If the Lagrangian relaxation is used
within another optimization framework, e.g., within a branch-and-bound algorithm to provide stronger
lower bounds, the quality of the upper bounds may be less important. In contrast, if the main objective is
to produce high quality feasible solutions that can be used in practical planning, then the generation of such
solutions should be given much care.

In both cases, Lagrangian heuristics typically aim at exploiting the solutions obtained from the Lagrangian
subproblem in each of the iterations. These solutions are unlikely to be feasible, given that certain constraints
have been relaxed (in our case, the demand constraints, and possibly the relocation linking constraints).
However, when a set of “good” multipliers are used, the violation of the constraints may be small, and the
provided solution may be close to a feasible one, or at least contain certain information that is helpful to
approximate the optimal solution to the original problem. It therefore makes sense to attempt to “repair”
such solutions such that they become feasible to the original problem, as will be outlined throughout Sections
3.3.1 to 3.3.4. While such heuristics may be sufficient and provide high quality solutions for more simple
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problem variants, they are unlikely to find close-to optimal solutions in more complex problem variants.
In this case, techniques aiming at improving the feasible solutions found may be employed, which will be
discussed in Section 3.3.5.

3.3.1 Repairing Infeasibility of the Lagrangian Solutions

As previously explained, given that the demand constraints have been relaxed, the demand allocation from
facilities to customers as proposed by the solution of the Lagrangian subproblem is most likely infeasible to
the original problem. We now aim at repairing such infeasibility in order to obtain a valid upper bound.

A feasible solution to the here considered problem consists of two components:

• A facility opening schedule given by ℓ(j, t) ∈ L, indicating a capacity level for each facility location
j ∈ J and each time period t ∈ T , as suggested by the Lagrangian solution. This opening schedule
may be appropriate to efficiently serve demands in the original problem. However, given that demand
constraints have been relaxed, capacity may also either be short or in excess at certain time periods.
To ensure feasibility, additional capacity may have to be opened at certain time periods (either by
opening new facilities or by increasing capacity at existing facilities). In addition, excess capacity may
be reduced to further reduce maintenance costs and therefore improve the planning solution.

• A demand allocation from facilities to customers. The Lagrangian solution provides a tentative demand
allocation, which may either exactly meet customer demands dtip, under-serve (i.e., the flow sent from
facilities does not cover the entire demand) or over-serve them (i.e., too much flow is being sent).
Two solutions are common to correct unsatisfied demand: either the tentative demand allocation
is repaired such that all demand is met exactly, or the tentative demand is ignored and demand is
allocated optimally from scratch.

An attempt to “repair” one component of the Lagrangian solution will inevitably affect the other compo-
nent, as the available capacity impacts the demand allocation and the demand allocation limits the possible
capacity schedules. There are multiple ways how to approach this interplay. Given that computational
efficiency is a key concern within the generation of upper bounds, below we consider a greedy approach to
ensure sufficient capacity and repair the demand allocation. The demand allocation may be reoptimized
afterwards, if required.

Greedy capacity increase and demand correction. We first focus on the greedy approach proposed
by Jena et al. (2017) (and original proposed by Shulman (1991) for a simpler problem variant) that aims
at correcting missing production capacity, along with a greedy correction of under- or over-served demand.
Let Σ1, Σ2 and Σ3 denote three subsets, containing the demand triplets < i, p, t > that are exactly met,
over-served and under-served, respectively. They are defined as follows:

Σ1 =

< i, p, t >:
∑
j∈J

xjt

iℓ(j,t)p
= 1

 ,Σ2 =

< i, p, t >:
∑
j∈J

xjt

iℓ(j,t)p
> 1


and Σ3 =

< i, p, t >:
∑
j∈J

xjt

iℓ(j,t)p
< 1

 .

Based on this tentative demand allocation, the greedy approach proceeds as follows:

1. Reduce redundant demand allocation: more flow than required may currently be sent to certain cus-
tomers. In an attempt to reduce redundant flows that is the most expensive, one may first sort, for
each demand triplet < i, p, t >∈ Σ2, the allocation from facilities j ∈ J in decreasing order of their
allocation costs gjtiℓp. Excess demand allocation is then iteratively reduced from one facility at a time
until the requested demand quantity is met exactly.

2. Increase capacity in the case of capacity shortfall: if the total available capacity is insufficient to cover
the total demand at certain time periods, the available capacity has to be increased. A naive approach
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may identify facilities already opened at some other time-periods and increase the capacity for the
critical time-period to the same capacity level. If this is not possible, any random facility may be
opened. More elaborate approaches may want to consider the transportation costs to under-served
customers.

3. Complete missing demand allocation: for each demand triplet < i, p, t >∈ Σ3, feasible allocations from
facilities j ∈ J are first sorted in increasing order of their allocation costs gjtiℓp (considering, of course,
only facilities j ∈ J with left-over capacity at time period t ∈ T ). Missing demand is then iteratively
increased from one facility at a time until the requested demand is met exactly.

4. Reduce capacity in the case of capacity excess: once the demand allocation is feasible, a corresponding
optimal capacity schedule may be computed, just as done when solving the Lagrangian subproblem,
but considering only capacity levels that are sufficiently high to serve the allocated demand.

More elaborate approaches. While the approach above may not provide optimal demand allocation,
it is quite fast and can therefore be carried out at each iteration. Alternatively, once sufficient production
capacity is ensured, an optimal demand allocation may be derived relatively quickly. This corresponds
to a transportation problem in a bipartite graph, with production capacity as supply and customers as
demand nodes. While this may be solved with several algorithms, from an implementation standpoint, an
efficient way is to use specialized network solvers (such as the network algorithm from CPLEX), which can
be reoptimized quickly with updated supply, demand and transportation costs.

In simple problem variants, the above greedy approach may be sufficient to generate upper bounds of
sufficiently high quality (see, e.g. Jena et al., 2017). In more complex problem variants, the trade-off be-
tween different time-periods, costs for capacity adjustment, maintenance and demand allocation becomes too
complex. Even more elaborate efforts to increase capacity may therefore not be effective when considered iso-
lated from the other decisions, and therefore unnecessarily increase computing time. In such circumstances,
a wiser choice may be to aim at improving existing feasible solutions within an improvement phase, where
the interplay between these decisions may be jointly considered (see, e.g. Jena et al., 2016). One possibility
is the construction of a restricted MIP model, which will be explained in Section 3.3.5.

Upper bound generation for special cases. The outlined upper bound procedure is naturally also
valid for special cases of the GMC. In particular, with a single time-period or predefined capacities (as
opposed to capacity levels), the procedures described above simplify trivially and significantly. Finally, note
that the approaches outlined above also exactly apply to one of the proposed extensions. Specifically, in
the case of modular facility structures (see Section 2.3), the capacity opening schedule is then given by a
pair (ℓ(j, t), n(j, t)) with ℓ ∈ L, n ∈ L, indicating the available and existing capacity levels for each facility
location j ∈ J and each time period t ∈ T .

3.3.2 Repairing in the case of Complex Cost Functions

As a result of relaxing the demand constraints, the optimal demand allocation has been computed sepa-
rately for each of the candidate facility locations by solving a piecewise-linear continuous knapsack. When
generating feasible upper bounds, the demand allocation has to be solved by taking into consideration all
available facilities at once. Given that the total production costs F j

ℓ (U
j
ℓq) now depend on the total production

quantity q at that facility (i.e., it has a piecewise-linear cost function), the optimal demand allocation cannot
be computed by solving a transportation problem (or a minimum cost flow problem). As such, Lagrangian
heuristics for planning problems that contain such cost functions resort to general purpose MIP solvers to
solve for the optimal demand allocation (see, e.g., Štádlerová et al., 2023).

3.3.3 Repairing in the case of Facility Relocation

When relocation linking constraints have been relaxed, the greedy approach presented above can be extended
by an adding a step carried out at the beginning of the procedure. This step aims at matching the proposed
incoming and outgoing facility relocations of the different capacity sizes at each time period. Specifically, for
each facility j′ ∈ J for which the Lagrangian solution suggests an outgoing relocation of size ℓ ∈ L at time
period t ∈ T (i.e., w−

j′tℓ = 1), one needs to find another location j′′ ∈ J, j′ ̸= j′′ with an incoming relocation
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decisions of the same size and at the same time period (i.e., w+
j′′tℓ = 1). While some of the proposed incoming

and outgoing relocation decisions can be adopted into a feasible solution, some of those decisions cannot be
matched. Any procedure to carry out such matching should therefore ensure that the final capacity schedule
remains coherent and feasible, and consider the resulting costs of the matching. Specifically:

• Not matching a suggested outgoing relocation typically implies that the facility will have to be shut
down in order to converge to a feasible capacity schedule. Similarly, not matching a suggested incoming
relocation implies that a facility will have to be constructed, given that the proposed capacity schedule
assumes the availability of such a facility. This has some implications, as illustrated next.

• If two outgoing relocations from the same location j′ have been selected at different time periods t′ and
t′′, but there is no incoming relocation to this location in between these two time periods (for example,
because this incoming relocation decision has not been matched), then it is implicit that a new facility
had to be constructed before t′′ (but after t′) such that it can actually be relocated somewhere else.
Note that this likely incurs unnecessarily high costs, since constructing a facility at location j′ only
to relocate it to location j′′ afterwards is likely to be more expensive then directly constructing at
location j′′.

• Similarly, if two incoming relocations to j′′ have been selected for different time periods, but there is
no outgoing relocation in between these time periods, then this implies that the facility that has been
relocated here first has been shut down in order to make place for the second incoming facility. Most
likely, this also is sub-optimal.

A greedy approach (similar to the one used by Jena et al. (2016)) may iterate through the time periods,
count the number of matches of each size ℓ ∈ L, ℓ ≥ 1 at each time period, and then arbitrarily select some
of those facilities to select these matches. If the costs for facility shutdown and construction are not the
same at all locations, outgoing relocations may be prioritized for locations where shutdown is expensive, and
incoming relocation may be prioritized for locations where construction is expensive.

Optimal matching. A more complex approach, which has not yet been considered in the literature, would
be to optimize these matching decisions. The corresponding matching may be formulated as a restricted
variant of the original MIP formulation, where only a fraction of decisions is used. Specifically, demand
allocation is ignored. The resulting problem is a min-cost network flow problem, which aims at deciding
whether the suggested outgoing w−

jtℓ and incoming w+
jtℓ relocations should be adopted, and which capacity

expansions and reductions should be used in case one of the suggested relocations is not adopted. Capacity
expansion decisions are only possible when an incoming capacity relocation has been suggested, and capacity
reduction decisions are only possible when an outgoing capacity relocation has been suggested.

While such an optimal matching may be carried out computationally efficiently, it has to be noted that
the relocation decisions, along with certain capacity changes may also be reoptimized in an improvement
phase, as exemplified in Section 3.3.5.

3.3.4 Repairing in the case of Uncertainty via Scenarios

The upper bound procedure outlined in Section 3.3.1 can easily be adapted to the case where a set of
demand scenarios is used, but all capacity decisions are taken in the first stage of the stochastic planning
problem. Specifically, the costs for the demand allocation has to be computed over the given demand
scenarios according to their probabilities. While, ideally, all demand scenarios are considered in order to
obtain a realistic estimation of the expected demand allocation costs when modifying the capacity schedule,
a subset can be used in order to speed up the procedure. For instance, Štádlerová et al. (2023) use four
reference scenarios to approximate the expected demand allocation costs, corresponding to those that have
maximum, minimum, mean and medium total demand among all scenarios. In particular, the scenario with
maximum total demand ensures that the designed capacity schedule has sufficient capacity to satisfy all
demand.

Facility Location: A Guide to Modeling and Solving Complex Problem Variants via Lagrangian Relaxation

CIRRELT-2023-16 21



3.3.5 Improvement Strategies

The feasible solutions derived from the Lagrangian solutions may be of sufficiently high quality when the
problem is not too complex (see, e.g., Shulman, 1991; Correia and Captivo, 2003; Wu et al., 2006). In more
complex problem variants, the synergies and interaction between the various decisions may be too high, and
the derived solutions may not be of sufficient quality. In this case, improvement heuristics can be employed
to improve upon existing solutions. A variety of improvement heuristics has been proposed in the literature,
including:

• Local and tabu searches: starting from a specific feasible solution, search procedures, exploring manu-
ally defined neighborhoods tailored to the problem structure, can be employed to iteratively improve
the solution (see, e.g., Correia and Captivo, 2006; Hinojosa et al., 2008; Li et al., 2009).

• Iterative Matheuristics such as Local Branching (Fischetti and Lodi, 2003): starting from a feasible
solution, a maximum number of variables may change their solution variables in order to allow for
iterative improvements.

• Restricted MIP models: considering only a subset of the original decisions may sufficiently reduce the
problem size such that it can be solved quickly (see, e.g., Jena et al., 2017).

In contrast to the restricted MIP, the first two types of heuristics are iterative procedures. Matheuristics
and the restricted MIP have the advantage that search neighbourhoods do not have to be tailored to the
problem structure. All of such methods are typically time-intensive. The feasible solution on which such
methods are applied should therefore be chosen carefully. They may, for example, be employed at each itera-
tion at which a new best upper bound has been found, in order to further polish this bound. In the simplest
case, the improvement method is added as a second phase once the Lagrangian relaxation has sufficiently
converged.

Restricted MIP Model. While tailored improvement heuristics may be very efficient, restricted MIP
models have the advantage that they are flexible, easy to implement and consider the complex synergies
among the different types of decisions. In other words, they may be able to consider neighbourhoods that
are manually hard to design. Selecting the decisions available in the restricted model is a delicate trade-off:
making available too few decisions may not allow for a significant improvement, while making available too
many decisions may make the resulting model hard to solve. In order to define a restricted MIP to the
problem at hand, one may first identify the part of the capacity schedule decisions that should be fixed
(i.e., the facilities, along with their capacity levels for certain time periods). For locations and time periods
where the schedule is not fixed, one then defines the available capacity levels, as well as the eligible capacity
transitions (i.e., the eligible changes between different capacity levels). Clearly, it is crucial to identify
decisions that may be part of the optimal solution to the original problem. Luckily, in this regard, the
iterative process of the Lagrangian Relaxation may be helpful. Two options can be considered (Jena et al.,
2017):

1. Consider decisions selected by the Lagrangian solutions: Assume that a total of niter number of
iterations has been performed. Let nC

jℓt be the number of Lagrangian solutions where capacity level

ℓ ∈ L has been selected at location j ∈ J and time period t ∈ T . Further, let LR
jt be the set of

capacity levels that will be made available in the restricted MIP at location j ∈ J and time period
t ∈ T . Capacity opening decisions may be fixed, if they appear in at least 100 × pF ix percent
of all Lagrangian solutions, where pF ix is a predefined parameter from ]0, 1]. Specifically, a capacity
at location j ∈ J and time period t ∈ T is fixed to ℓ ∈ L, i.e., LR

jt = {ℓ}, if nC
jℓt/n

iter ≥ pF ix. As
available capacity levels at each location j ∈ J and period t ∈ T , one may use those that have been
the most popular. That is, if LR

jt has not been fixed in the previous step, it can be composed by the

nS capacity levels that have appeared most often in the Lagrangian solutions, where nS is a predefined
parameter. Finally, the set of eligible capacity transitions (corresponding to variables yjtℓ1ℓ2) may,
in the most generous case, be defined as all transitions among the defined sets of available capacity
levels, i.e., ℓ1 ∈ LR

jt, ℓ2 ∈ LR
j(t+1) ∀j ∈ J, ∀t ∈ T .
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2. Decisions endorsed by the aggregated Bundle method: the aggregated bundle method (see Section
3.2.2) provides a weight θm for each of the previous Lagrangian multipliers and solutions m ∈ B.
This weight can be seen as a probability that the corresponding multipliers, and hence the associated
solution, lead to a good opening schedule. This information can be exploited in various ways. A
straightforward approach computes the probability ỹjtℓ =

∑
m∈B θmymjt

ℓ , where ymjt
ℓ takes value 1 if

the Lagrangian solution of Bundle member m selects capacity level ℓ ∈ L for location j ∈ J at time
period t ∈ T . A restricted MIP model can then be constructed: for each location j ∈ J and time
period t ∈ T , a capacity decision is fixed if ỹjtℓ ≥ pF ix. If a decision is not fixed, the set LR

jt of available

capacity levels is composed of the nS capacity levels with highest probabilities ỹjtℓ .

4 Conclusions

Even though facility location problems have been investigated since over 50 years, they still remain an active
component of contemporary research, given their strategic importance in most supply chains. In this paper,
we have reviewed the chronological development of solution methods based on Lagrangian relaxation to
tackle facility location problems, which have become increasingly complex over time.

We have reviewed a strong formulation, that allows for multiple time periods, multiple commodities,
multiple capacity levels and the adjustment of capacity along time. We have also explicitly addressed
extensions that account for complex production cost functions, modular structures of facilities, and the
incorporation of parameter uncertainty. As such, we have reviewed most of the relevant features in modern
facility location planning problems. We have then shifted focus to the efficient solution of such problem
variants via Lagrangian relaxation: specifically, the solution of the Lagrangian subproblem, the solution of
the Lagrangian dual problem and the generation of feasible upper bounds. As such, we have provided a
systematic guide to modeling and solving complex facility location problems, that will, hopefully, be useful
to practitioners and researchers that aim at solving problem variants composed of any combination of the
here discussed problem characteristics.

While Lagrangian relaxation has certainly received less than attention than other decomposition meth-
ods in recent years, more recent literature suggests that this approach remains powerful even when faced
with complex problem variants. While such problems are likely to become even more complex in the future
in order to account for more details of the practical planning problems, certain contemporary applications
demonstrate the need to integrate location problems in more complex planning contexts. For example, the
design of carbon-dioxide transportation and storage networks translates into an integrated location and net-
work design problem, where both the capturing and storage facilities, as well as the pipelines, have to be
selected from a set of available (capacity) sizes. Such problems remain challenging to solve. In particular,
demands may not be specified separately for different customer locations. Instead, one may have to attain
a single global target level. In such case, the popular strong inequalities, which have been key to devel-
oping strong formulations, become ineffective, which makes it difficult to obtain strong bounds. Research
on such problems is eagerly needed, and is therefore attractive from an academic and a practical point of view.
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