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1 Introduction

Freight transportation is a vital sector for the global economy, essential for facilitating the trade upon which all societies depend and thrive. It supports the diverse needs and necessities of people and organizations across the globe, operating within complex systems where various entities interact. On one hand, there are carriers who supply the transportation services that meet the demands expressed by shippers. These shippers represent a broad spectrum of organizational types, ranging from producers to distributors of goods and everything in between. They require the movement of goods between various locations within specific timelines, with carriers enabling this critical logistic function.

In characterizing carriers, a distinction is commonly made between the dedicated and the consolidation-based organizations. The former category involves situations where individual shipper requests are assigned to full loading units, with the carrier responsible for managing the entire journey of the load. This arrangement is typically suited for shippers who require exclusive use of a vehicle or container due to the volume or specific nature of the goods. Conversely, consolidation-based carriers facilitate the assignment of multiple shipper requests to the same loading units, effectively sharing capacity. This approach allows consolidated loads to be transported, with requests potentially sharing several loading units throughout their journey. Consolidation serves here as a general logistic strategy that benefits both shippers and carriers. Shippers, whose requests might not require a full loading unit or for whom it may not be cost-effective to pay for a dedicated transport service, can still benefit from favourable rates offered by carriers, who in turn can use their resources more efficiently (e.g., fill up their loading units with multiple shipper requests) to meet the overall demand. The focus of this paper is on consolidation-based freight transportation systems, and more specifically on the planning problems that such systems entail.

Given the wide array of organizations and stakeholders interacting within consolidation-based freight transportation systems, the planning and management of these systems present numerous complex decision-making challenges. Efficient navigation of these challenges necessitates a diverse array of tools and technologies to support decision-makers in their planning responsibilities. The field of Operations Research (O.R.) has a rich history of fruitful interactions with decision-making in the planning and operation of freight transportation, leading to significant methodological developments. Over the past 50 years, research in this field has generated numerous O.R. methodologies designed to tackle the complexities of solving difficult freight transportation problems and delivering high-quality solutions within the necessary decision-making time frames. A comprehensive review of all these developments would be quite challenging to accomplish within a single scientific paper. Instead, our aim in this manuscript is to provide a general overview of a particularly successful exchange between methodological developments in O.R. and an impactful decision-making process in freight transportation.

Our focus is on the supply side of consolidation-based freight transportation systems,
governed by the activities of carriers. Specifically, carriers are tasked with planning the transportation and terminal resources and services necessary to meet shippers’ demands. Among these decisions, tactical planning is crucial as it involves designing a set of scheduled services that align resource allocation with anticipated shipping needs over a medium to long-term horizon. Importantly, carrier tactical plans are established to accommodate demands of shippers that are repeatable and predictable, yet may still involve a degree of uncertainty. These tactical plans form the operational backbone for carriers, informing not only day-to-day operations but also strategic decisions, such as significant investments in infrastructure modifications, to enhance service efficiency and capacity. Consequently, we further focus our overview on the O.R. methodological developments made to solve the tactical planning problems pertinent to consolidation-based freight transportation systems. The primary methodology employed to address these challenges is Service Network Design (SND), which provides a general framework for optimizing carrier services and resource allocation.

We structure our manuscript by exploring key dimensions in the inherent complexity of carrier-centric tactical planning and the O.R. innovations developed to address them. These dimensions include the explicit consideration of temporal aspects of system elements and dynamics; integrative decision-making, particularly in managing the resources carriers require to support their services and operations; and accounting for the uncertainty that directly impacts the planning of consolidation-based freight transportation systems. We should again emphasize that our objective is not to provide a comprehensive review of the literature. Instead, we offer insights into the main developments over the last 50 years and identify promising research avenues.

The remainder of this paper is organized as follows. In Section 2, we review the key aspects that define the supply side of freight transportation systems. Additionally, we also provide a high-level classification of freight carriers and a comprehensive overview of the planning dynamics they employ, as well as the general O.R. methods utilized. Section 3 details the general SND models, presenting the basic formulations developed over the years and providing a historical perspective that highlights major inflection points in methodological developments. This section leads into a discussion of the main contributions made towards addressing some of the key dimensions in carrier-centric tactical planning. Section 4 specifically discusses the integration of time and related requirements such as managing delays and schedules within SND methods for freight transportation planning. Section 5 reviews how resource management has been explicitly considered in SND methods. Section 6 is dedicated to examining the main SND methods designed to address the effects of uncertainty on the tactical planning processes performed by carriers. Finally, we conclude in Section 7 with some perspectives on future research questions expected to shape the application of SND methods in the tactical planning of freight transportation systems.
2 The Supply Facet of Freight Transportation

As already mentioned, freight transportation is a complex activity field with numerous stakeholders with various interests and objectives. This complexity is not lower when the supply side is considered only. We therefore start with a high-level taxonomy of freight carriers, identifying the characteristics of consolidation and consolidation-based carriers and systems, which are within the scope of this paper (Section 2.1). Section 2.2 then recalls the basic definitions, system elements, and fundamental operations of consolidation carriers. Lastly, Section 2.3 synthesizes the main planning levels, decisions, and associated principal to O.R. methodologies for those same carriers.

2.1 Carriers & Systems

The taxonomy, illustrated in Figure 1, is far from exhaustive. We do not, for example, discuss in any detail (but mention it when required) the freight characteristics and requirements in terms of special care or equipment, e.g., dangerous goods, frozen or fresh produce, furniture, etc. Moreover, it is noteworthy that the vast majority of the O.R. developments related to freight transportation address issues associated to for-hire carriers, which offer transportation services to shippers. Consequently, we focus this article on this component of the field, and do not address explicitly the case of private carriers, i.e., of organizations owning and managing a fleet of vehicles for their own needs. It should be noted, however, that many developments proposed for the for-hire case may be applied to the private one as well.

Four dimensions are identified in Figure 1 addressing how customer demand is loaded and moved, the geographical scope of operations, the transportation mode, and the structure of the system and associated decision making.

The first dimension, Load treatment, indicates both the commercial shipper-carrier relation regarding how the carrier capacity is allocated to the shipper request, and the subsequent loading and movement activities. Dedicated refers to the case when a loading unit, e.g., a container, vehicle (truck or trailer for full-truckload motor carriers, vessel in maritime tramp shipping, etc.) or convoy (e.g., unit trains carrying minerals, cereals or petroleum products) is dedicated to a unique shipper demand, which pays for the complete journey. Once loaded, the corresponding shipment travels untouched until its final destination (even when the vehicle changes mode or carrier en route, e.g., a sealed container being transferred from ship to rail or truck).

Consolidation is the process of combining several shipments, of different shippers and potentially with different origins and destinations, for loading into the same vehicle or container for their complete or partial journeys. Consolidation is a widely spread strategy in transportation and logistics, born of two phenomena. On the shipper side, the volume or value of most shipments is too low to justify paying the tariffs associated with a direct, dedicated transport. On the carrier side, the same shipment characteristics do not permit...
Figure 1: High-level classification of freight carriers

to offer profitable direct service with reasonable service quality (e.g., not waiting beyond customer willingness for vehicles to fill up with other demands).

Consolidation thus aims to reduce the unit shipment cost and the journey time, benefiting all parties involved. Railways, Less-than-Truckload (LTL) motor carriers, shipping companies moving containers on oceans, seas, rivers, and canals, postal services and express couriers are prime examples of consolidation-based carriers moving a large and valuable part of the world trade over short, medium, long, and intercontinental distances.

To achieve those goals, consolidation-based carriers are organized into so-called hub-and-spoke networks. The nodes of such a network are, for the most part, facilities handling freight and vehicles. Most facilities are of the local/regional terminal type, where most of the shipper demand from the surrounding regions is brought in to be transported by the carrier, and where the demand flows terminate their trips before being distributed to their final destinations. Rail stations, LTL regional terminals, most deep-sea and river/canal ports belong to this type. The hubs make up the second type. One finds in this category LTL breakbulks, major classification/blocking railroad yards, and major maritime ports for intermodal (container-based) traffic. While these terminals act as regional terminals for their hinterlands, their main role is to consolidate the flows in and out of their associated regional terminals for efficient long-haul transportation and economies of scale. It is noteworthy that, for same transportation modes, rail in particular, hubs are also handling the flows of individual power units and vehicles (railcars), the latter undergoing sorting (classification, in rail terms) and grouping (blocking) for efficient movement in
convoy (trains). Road (hauling two or three trailers) and barge trains are also to be found. Several other vehicle- and power-unit-related activities are also performed in hubs, maintenance and repairs, in particular.

In a hub-and-spoke network, carriers thus first move low-volume loads available at a regional terminal to a hub, by so-called feeder services. At hubs, loads are sorted and consolidated into larger shipments, which are routed to other hubs by high-frequency, high-capacity services. Individual loads may go through more than one intermediary hub before reaching the final regional-terminal destination, being transferred from one service to another or undergoing re-classification and re-consolidation. It is noteworthy that, 1) high-frequency / capacity services may be run between a hub and a regional terminal or between two regional terminals when the level or value of demand justifies it; 2) more than one service, of possibly different modes, may be operated between the nodes of hub-and-spoke networks; a vehicle or convoy moving out of or towards a hub may visit more than one regional terminal on its route.

We focus on consolidation-based carriers in this article.

The major distinction along the scope dimension differentiates between long-haul and short-haul transportation. A second refinement categorizes short-haul operations, distinguishing between urban and periurban activities on one side, and regional activities on the other. The latter category includes drayage, which is a crucial practical issue in planning and managing the pickup, delivery, and transportation of both empty and loaded containers between ports and shipper locations within their immediate regions (e.g., Lai et al., 2013). The vast literature on vehicle routing addressing short-haul issues (see, e.g., Cordeau et al., 2007; Golden et al., 2008; Laporte, 2009; Toth and Vigo, 2002, 2014; Mor and Speranza, 2022) is beyond the scope of this article, which addresses long-haul transportation issues.

The Type dimension refers to the mode of transportation used by the carrier or multi-stakeholder system. It is worth mentioning that, “mode” is a general term, which may refer to different concepts/definitions according to the topic at hand. Thus, for example, a very general definition refers to fundamental “elements of nature”, that is, land, water, air, and space transport. At the other end of the precision spectrum, a mode may refer to a particular combination of infrastructure, motorization, and even ownership, which may be part of a detailed analysis of a given transportation system, e.g., the combination of rail-track gauge (narrow, metric, or imperial), traction type (diesel or electric), and authority (state or country) used to model the rail transportation for evaluation and planning analyses either as a stand-alone system (e.g. Crainic et al., 1990b) or as part of a national strategic study (e.g., Crainic et al., 1990a; Guélat et al., 1990; Crainic and Florian, 2008).

The widely accepted, “classical” definition of modes is based on a high-level combination of elements such as nature, infrastructure, and vehicle/traction. One thus finds

- Full-Truckload (TL) and Less-than-Truckload (LTL) trucking on roads, particularly
in inter-urban settings, with an increasingly larger array of road-based modes in cities, e.g., people-driven or autonomous electric or hydrogen (or mixed) powered vans, cargo bikes, and robots;

- Pipeline for moving liquids and gasses at various levels of viscosity are not a consolidation mode, hence, we do not discuss related issues in this article;

- Rail, sometimes more finely defined as unit trains, usually dedicated to bulk goods, e.g., grain, minerals, petroleum products, general trains, performing consolidation-based rail transportation, and intermodal, dedicated to moving containerized cargo (more on this “mode” in a moment);

- Maritime navigation, which may be further separated according to its geographical scope, deep-sea / ocean and coastal navigation, or cargo type, e.g., bulk, Roll-on / Roll-off (or RoRo, when cargo may be moved by its own means), Lift-on / Lift-off (LoLo when quay cranes do the loading and unloading work), and containerized cargo; Transportation performed by large ocean-going vessels on regular routes following regular schedules is identified as liner shipping;

- River & canal navigation, performed by barges, which may be further characterized by the type of cargo and operations, similar to maritime modes;

- Air, which until recently concerned air cargo only, with differentiation between dedicated transport and consolidation-based regular routes; one witnesses, however, a significant increase in drone-based transportation, mostly within cities for now, but not only, and the emergence of large non-rigid airships (aka, blimps) proposed currently for transporting heavy cargo into / out of difficult-to-access sites (e.g., following a natural or man-made disaster).

Unimodal, or single-mode transportation is then defined when a single mode is used from the origin to the destination of the cargo journey. Unimodal consolidation-based transportation is performed by LTL motor carriers (mostly between cities; a number of synthesis and review papers appeared over the years documenting the advancement of O.R.-related contributions, including Roy and Delorme, 1989; Bakir et al., 2021); railroads (e.g., Crainic, 1988; Cordeau et al., 1998; Crainic, 2009; Chouman and Crainic, 2021); liner-shipping maritime (e.g., Ronen, 1983; Christiansen et al., 2004, 2007, 2021) and river-barge companies (e.g., Bilegan et al., 2022); air-cargo (e.g., Feng et al., 2015; Srinivasan et al., 2023). Many journeys are unimodal and they are performed mostly using trucks. Most freight movements, however, involve two or more modes, freight being transferred from one mode to the next at intermodal terminals.

It is noteworthy that the difference between unimodal and multimodal transport very often depends upon the particular problem studied. Hence, for example, planning the long-haul operations of a LTL motor carrier clearly involves unimodal transport. In contrast, the system can be considered multimodal when planning simultaneously long-haul and feeder services, which bring cargo to, or distribute cargo from, a terminal in its
immediate region. Similarly, from the point of view of the shipper, the journey is unimode when the same carrier picks it up at origin and delivers it at destination, independently of how the journey is performed (SteadieSeifi et al., 2014).

Intermodal transportation is generally defined as a chain of transportation services, most often of different modes but not necessarily so (e.g., transfer between two planes, trucks, or trains of different types or belonging to different companies), moving cargo packaged in such a way that it is not touched when transferred. A classical example of intercontinental intermodal transportation (Crainic and Kim, 2007) concerns loaded containers leaving a shipper’s facility by truck to go either directly to port or to a rail yard from where a train delivers them to port. A ship then moves the containers from this initial port to a port on another continent, from where they are delivered to their final destinations by a single or a combination of “land” transportation means, road, rail, coastal or river navigation. Several intermodal terminals are part of this chain: the initial and final seaport container terminals, where containers are transferred between the liner navigation and land transportation modes, as well as in-land terminals (rail yards, river ports, etc.) providing transfer facilities between the land modes.

In its most general accepted definition, cargo is thus assumed to be packaged in containers, and many assimilate intermodal and container-based transportation. While this definition covers a good part of relevant transportation, a more general definition specifies that cargo has to be loaded into a “loading unit”, which may be a container, but could also be a trailer, a swap body, and even boxes grouped on a pallet and tightly wrapped. Moreover, North American railroads introduced the term intermodal rail to designate their specific operations of handling and moving containers, often managed by particular administrative divisions of the railroad. A number of survey and synthesis papers address intermodal transport and planning, including Crainic and Kim (2007); Macharis and Bontekoning (2004); Bektaş and Crainic (2008).

Finally, the decision dimension reflects how the decision process is structured within the organization, or the group of organizations, supplying the services.

Most O.R. contributions in the last 50 years target the single-carrier case with its management team (or teams) making up the single decision-maker planing and managing the system to achieve the economic and service objectives of the organization. Increasingly, however, one witnesses studies addressing different organizational and decision-making settings, involving more than one stakeholder, more than one carrier, in particular.

Most of these cases may be described as (more or less) integrated Many-to-One-to-Many (M1M) systems (Taherkhani et al., 2022; Bruni et al., 2024). Briefly (following Taherkhani et al., 2022), an M1M system involves shippers on one side, making shipper-demand requests for cost and time-efficient transportation for their loads, and carriers on the other side, which make carrier-capacity offers for transportation and warehousing space, while requesting profitable loads. The “One” decision maker in the middle (also sometimes named Intelligent Decision Support Platform - IDSP) plans and optimizes operations and resource-utilization to profitably and simultaneously satisfy the needs of
both shippers and carriers. Shipper-demand requests and the carrier-capacity offers are made available to the system at different time periods. Hence, the IDSP receives time-dependent requests from both stakeholders and optimizes in time and space the selection of shipper-demand requests, carrier-capacity offers, shipment-to-carrier assignments, and shipment itineraries through the consolidation of loads of different shippers into the same vehicles and synchronization of activities.

On such M1M setting concerns the so-called intermediary, e.g., a logistics-service provider, also known as a $x$Party Logistics ($x$PL) firm, where the value of $x$ indicates the range of activities a shipper or carrier may outsource to the $x$PL, from 1 indicating a classical carrier, to 3 and 4 (level 5 is currently being discussed/proposed) standing for outsourcing increasingly larger aspects of a shipper’s logistics planning activities (e.g., Aguezzoul, 2014; Dufour et al., 2018; Giusti et al., 2019; Premkumar et al., 2021; Chen et al., 2021, for 3-4PL system reviews). We classify $x$PL as multi-carrier, single decision-maker systems.

Several transportation systems emerged rather recently proposing innovative “new” organizational and decision-making concepts aimed to enhance long-haul and urban freight transportation, that is, reduce the externalities and nuisances, more generally, the environmental footprint associated to the transportation of freight, while sustaining the social and economic development of the organizations, cities, and regions concerned. The best known, studied, and deployed in one form or another among these are City Logistics (Crainic et al., 2021c, 2024; Marcucci et al., 2024), Physical Internet (Montreuil, 2011; Ballot et al., 2014; Crainic and Montreuil, 2016; Crainic et al., 2023), and Syncromodality (Ambra et al., 2019, 2021; Giusti et al., 2019). All these systems display multi-stakeholder M1M characteristics and are based on consolidation. We classify them as single-carrier, single decision-maker systems when either a single major player makes most important decisions (e.g., a major express courier firm allocating the customers and routes to small cargo-bike firms within specified urban areas) or an arm-length company is set up by the collaborating stakeholders to safely exchange information and operate the IDSP platform. Most studies in the literature address this class of problems.

More complex collaborative structures may exist, however, defining particular rules to share resources, activities, risks, and costs/benefits, and involving specific collaborative decision-making mechanisms accounting for those rules. Such cases impose additional complexity to the decision processes and the O.R. decision-support models and methods, making up the third category of the decision dimension of the taxonomy.

### 2.2 Consolidation

Carriers operate on infrastructure networks. The nodes of these networks are the terminals where freight and vehicles are handled. Terminals may belong to the carriers, e.g., most rail yards and LTL terminals belong to railroads and motor carriers, respectively, or not, the carrier paying for their utilization, e.g., most maritime ports and airports. Ter-
minals are connected by physical, e.g., roads and rail tracks, or conceptual, e.g., maritime, river, and air links, “infrastructure” paths. Similarly to terminals, the infrastructure may be carrier-owned, e.g., most North American rail, public, as most road, water, and air networks, or be of the rent/pay-for-passage type either in open or restricted sharing, e.g., toll roads and most European rail networks, respectively.

A shipper demand for transportation involves requesting the movement of a specific quantity and type of freight between two terminals. We use the generic term “freight type” to recall that each demand is for a particular product, with specific physical and transportation characteristics and requirements, including weight, size, fragility, risk (e.g., dangerous goods), as well as handling and product-vehicle adequacy rules. Demand is also characterized by economic and service elements. The latter generally involves the time allocated to the delivery of freight to destination. The former takes the form of the fee, tariff, shippers pay for the transportation of their goods, which is conditioned by a combination of freight type, distance, service requirements, and commercial understanding (e.g., long-term contracts offering discounts on regularity and volume). Penalties, for late deliveries and damage, for example, may be part of the commercial deal. The term multi-commodity demand is generally used to represent this diversity in the literature (Crainic et al., 2021a) and this paper.

The carrier answers this demand by operating vehicles, possibly organized in convoys, e.g., rail, road, and barge trains, according to a set of services defined between the terminals of its network. It is noteworthy that “service” is a generic term, used to designate both the customer-service, that is, what is sold to the shipper in terms of the transportation of its freight between designated terminals and according to specified conditions and tariffs, and the transportation service, i.e., the way the consolidation-carrier operations are organized. A service in the latter sense, and as it is used in the literature and this article, is characterized by origin and destination terminals, a route in the physical network with, possibly, a set of intermediate stops to take and deliver freight, as well as operational and economic attributes, including type of vehicle and traction, speed, capacity, costs and frequency or schedule. Both material, e.g., vehicles and traction (power) units, and human, crews within terminals and operating vehicles and convoys, are required to support the operations of the planned services.

In most cases, the customer service does not correspond to a unique transportation service. Indeed, the demand volume, value, or both, are not sufficiently high to justify an economically and service-quality efficient direct and rapid shipment, neither for the carrier, nor for the shipper. Hence, carriers will move demand through so-called hub-and-spoke physical and service networks, which provide the means to take advantage of the economies of scale of consolidation-based transportation.

Two major types of terminals are encountered in such networks. Local/regional terminals make up the largest set. The demand from its corresponding region is gathered at a local terminal to be consolidated and then moved by the carrier. Symmetrically, goods with destinations within the region are brought to the local terminal to be separated and
then delivered to their consignees. Rail stations, LTL regional terminals, most deep-sea and river/canal ports, the larger part of postal and express-courier service centers belong to this type. The hubs make up the second category and form the core of consolidation-based transportation through the consolidation/de-consolidation of the flows in and out of their associated regional terminals for efficient long-haul transportation and economies of scale. LTL breakbulks, major classification/blocking railroad yards, major maritime ports for intermodal container-based traffic, and postal / express-courier sorting centers belong to this category.

Carriers thus first move low-volume loads available at a regional terminal to a hub, through what is known as feeder services. At hubs, loads are sorted (classified is the term used in a number of settings, freight railroads in particular) and consolidated into larger flows, which are routed to other hubs by high-frequency, high-capacity services (such services may be operated between a hub and a regional terminal or between two regional terminals when the demand level or value justifies it). Loads may go through more than one intermediary hub before reaching the regional-terminal destination, being transferred from one service to another or undergoing reclassification and re-consolidation. Notice that, more than one service, of possibly different modes, may be operated between consolidation and regional terminals.

It is noteworthy that railroads generally implement a more complex double consolidation policy, as cars are grouped into blocks, which are then grouped into trains. Thus, loaded and empty cars, with possibly different origins and destinations, at their origin terminal are classified and grouped into particular blocks. The block is then moved as a single unit by a series of trains, from its origin terminal to its destination terminal, where it is taken apart, its cars being either delivered to their final consignees or reclassified for inclusion into new blocks for the next part of their trips. Hence, train services are made up of blocks and, when appropriate, it is blocks that are picked up and delivered at intermediate stops, where they are transferred (switched) from one train to another. This classification and blocking operation contributes significantly to the economy-of-scale provided by rail transportation.

Carriers operating consolidation-based systems must plan those services to profitably satisfy their shipper customers. Defining the related issues, goals, and challenges, together with the O.R. methods developed to address them is the matter of the following sections.

\section{Planning and Operations Research Methods}

Consolidation-based freight transportation involves complex systems, operations, shipper-carrier relations, and decision-making, resulting in carriers engaging into a rather extensive set of planning activities prior to executing the resulting plans. One may thus describe planning as the preparation of operations in anticipation of a future situation, whereas execution is the acting, including updating/adjusting, of the pre-established
plans. Planning activities involve an evaluation/prediction/evaluation of the future status of the system and its environment at the moment, and for the duration of, the corresponding planning horizon. With respect to the planning of the supply side we address, these predictions concern the demand, the status and behaviour of the various system (e.g., infrastructure, equipment, manpower) and environment (e.g., political, social, economic) components. These predictions also yield the input of the O.R. models and methods arrayed to support the carrier’s planning and execution decisions.

The quality of the plans and the system’s performance then depends on the prediction accuracy, the performance of the O.R. models and methods, and how the uncertainty inherent to predictions is accounted for. *Deterministic* formulations are developed when the degree of confidence regarding the prediction accuracy is deemed adequate for the contemplated planning horizon and decision-making process. The largest part of the literature concerns this case and it is summarized in Sections 3 - 5. *Stochastic* is the generic term when predicted uncertainty and its consequences are explicitly accounted for. Section 6 is dedicated to this case.

The planning activities consolidation-based carriers undertake may be broadly classified into three levels, complemented by the execution level. Figure 2 schematically displays these levels, together with their respective main planning horizon, scope, interconnections, and associated core O.R. methodologies.

![Figure 2: Decision & planning levels and related O.R. methodology](image)

<table>
<thead>
<tr>
<th>Decision Levels – Supply Side</th>
<th>Operations Research</th>
</tr>
</thead>
</table>
| **Long-term Planning** – *Strategic*  
*System design and deployment*  
Plans & Guidelines | Hub location  
Network Design  
Hub + Service design |
| **Medium-term (“season”) Planning** – *Tactical*  
*Service design and resource management*  
Integrated service planning  
Services, schedules, demand journeys, resource tours  
Specific resource management  
Power units, crews, routes, schedules, maintenance  
*Short-term (“the day/period before”) Planning* – *Operational*  
Tactical-plan adjustments and disaggregated planning | Service Network Design  
Scheduled SND  
Routing  
Scheduling  
Optimized bookings |
| **Execution**  
Dynamically in real-time  
Re-organization/optimization of activities on new information | Path (trip) computation  
Assignment  
Dispatch |

*Strategic* planning addresses long-term decisions on market deployment, system design, operation strategies, and acquisition of major resources. It concerns long planning horizons and involves rather high-level management. Discussing strategic-planning issues and O.R. methods is beyond the scope of this paper. Two observations only. First, *hub location* appears as core methodological instrument for the strategic design of the
hub-and-spoke network structure characterizing consolidation-based carriers (see, e.g., O’Kelly, 1986; Aykin, 1995a,b; Cambell, 1994b; O’Kelly and Miller, 1994; Campbell et al., 2002; Alumur and Kara, 2008; Farahani et al., 2013; Alumur et al., 2021; Contreras, 2021). Second, tactical-planning models and methods (Sections 3 - 5) may be used as policy and performance-evaluation tools for strategic scenarios, either optimizing with appropriate abstraction/aggregation of operational details, demand, and costs, or simulating the scenario with appropriate approximation of carrier and shipper characteristics. Moreover, generalized service network design models may be built to address strategic-level issues such as determining the number, locations, and characteristics of terminals to build, use, or rent, the construction/enhancement of infrastructure, the type and dimension of the vehicle fleets, etc.

Medium to short-term planning, also identified as tactical and operational, respectively, has received the largest share of attention, producing the largest number of O.R. contributions. Tactical planning is performed by what is usually identified as medium-high level of management, for a medium-term planning horizon, also called season in the literature, which may extend from a few weeks (e.g., LTL motor carriers) to six or more (but twelve at maximum) months (e.g., railroads and liner shipping).

Tactical planning aims to build a transportation plan and schedule, for services and the resources required to execute them, to mitigate the possible drawbacks of consolidation (e.g., increased delays and costs due to terminal activities), satisfy the regular (repetitive) customer demand and service-quality requirements, and operate profitably and efficiently. Two major types of problem/decision-making settings are identified in Figure 2, one focusing on the more or less integrated planning of the service network, the second addressing the management of particular resources such as, power units, vehicles, and crews.

Service planning decides the selection and scheduling of services, the transfer and consolidation activities in terminals (as well as the convoy makeup and dismantling when relevant), the assignment and high-level management of resources supporting the selected services, and the demand itineraries to move the corresponding freight through the resulting service network. Hence, each itinerary is defined by the sequence of services used and the operations to be performed (e.g., transfer or re-classification and consolidation) at intermediary terminals. The goal is cost-efficient operation, together with timely and reliable delivery of demand according to customer specifications and the service-quality targets of the carrier. These are difficult problems, service network design being the methodology of choice in most cases (Sections 3 - 6).

The length of the planning horizon, the season, depends on the climate conditions (winter in the northern hemisphere may significantly impact transportation) and the intensity, type, and geographical distribution of the regular demand the carrier aims to satisfy. The regular demand generally corresponds to shippers that are strongly believed (due to, e.g., actual contracts, relations with trusted customers, and market knowledge by sales and customer-relation personnel) to bring business on a regular, that is, repetitive,
basis for the coming season. In terms of total volume, regular demand is expected to make up a good part, e.g., 75% - 80%, of the peak demand to be serviced on a “normal” operating day. In terms of consistency, demand, and, hence, service, is expected to be repetitive according to a certain pattern, e.g., every day or every week. The plan is thus built for a given time duration, called schedule length, and is to be applied repetitively for the duration of the season.

Services need resources, human and material, and these are generally expensive and require particular utilization conditions. Work rules and schedules concern the human resources, while maintenance, inspection, routing and scheduling are relevant issues for material assets such as power units and vehicles. Traditionally, research focused on issues related to the management of specific resources, given a tactical plan and service network, and this class of topics is still of interest. Increasingly, however, resource management is integrated to the overall tactical-planning process. We discuss these issues in Section 5.

Operational planning might be performed by the same managers that built the tactical plans, but it is generally within the scope of decision-makers “close” to operations. The goal is to implement the plan given the observed conditions, in terms, e.g., of demand (the expected volume or not at the planned time or not) and service operations (mechanical issues, delays, etc.). The adjustment may be performed at iteratively and repeatedly various intervals, every week and day, for example. Although treated separately in most surveys and articles, we included tactical and operational planning decisions within the same box in Figure 2 to emphasize that the same methodology may be often used for both, albeit with different degrees of aggregation and time frames (e.g. Crainic et al., 2009, 2021c, for planning City Logistic systems).

The last class of decision-making structure addresses the (more or less) real-time management of activities and execution of operations, hopefully following the plan, in a dynamic environment. While O.R. is involved at this level as well (see, e.g., Crainic et al., 2024, in the context of City Logistics), the review of such issues and O.R. contributions is beyond the scope of this paper.

### 3 Service Network Design

*Service Network Design (SND)* is the core O.R. methodology supporting the planning of consolidation-based freight transportation carriers and systems. Used principally within tactical planning, i.e., yielding transportation plans covering regular activities for medium-to-short planning horizons, it may also be part of the scenario-evaluation phase of strategic planning for those organizations.

SND is part of the larger and important combinatorial-optimization family of *Network Design (ND)* problems and O.R. methodology (Magnanti and Wong, 1984; Balakrishnan et al., 1997). One may say that SND is ND applied to transportation planning (Crainic et al., 2021b). One may also claim that SND and ND are part of a virtuous cir-
cle of methodological innovation and enhancement targeting scientific development and performance-enhancing applications. Indeed, one observes that, many of the methodological developments contributed to network design have been inspired by transportation planning and, more particularly, SND-problem characteristics and challenges. One also observes that, fundamentally any SND formulation may be described as a ND model by suitably (re-)defining the service network. Hence, the many important results obtained in the last 50 years in understanding and addressing network-design problems may be mutatis mutandis applied to SND, as illustrated in this paper.

This section is dedicated to the presentation of the fundamental SND problem setting and formulations, which have been, and continue to be the topic of a large part of the contributions to literature and practice. This general formulation is also the methodological basis on which more refined models, addressing more complex applications, are built, as discussed in Sections 4 - 6.

We initiate the presentation with the basic notation and formulations, which provides the means to discuss the intimate relationships between SND and ND problems and models (Section 3.1). Similarly to all the other sections that follow, we complete the section with our perspective of the historical development of this field (Section 3.2).

### 3.1 Basic Notation and General SND Formulation

The basic notation underlying all the formulations discussed in the paper is presented first. We then proceed with the fundamental SND formulation, followed by some important variants.

#### 3.1.1 Notation

Let $G_{PH} = (N_{PH}, A_{PH})$ represent the physical network on which the carrier operates, with the nodes $N_{PH}$ standing for the terminals where freight, services, and resources are handled, while the arcs of the set $A_{PH}$ represent the physical or conceptual connections (paths, generally, travelled without freight-handling stops) among those. Physical nodes and arcs may have restricted capacities in terms of numbers of vehicles/ convoys and volumes of freight they may accommodate. Moreover, physical links could be mode-specific. Yet, to lighten the presentation, and without loss of generality, we do not introduce these characteristics in this article.

The multi-commodity demand is represented by the set of origin-destination demands $K$ to be moved between the nodes of $G_{PH}$. Each commodity $k \in K$ is characterized by a quantity/volume of $d^k$ units of freight to be moved from its origin $O(k) \in N_{PH}$ to its destination $D(k) \in N_{PH}$.

Let $\Sigma$ represent the set of potential services, out of which one builds, at the tactical-planning level, the service network to be used during the next season. According to the
particular application (e.g., short planning horizons or adjusting plans to new information), Σ may contain only the services which may be added to the network, or which could be modified (e.g., in the capacity they may carry or the schedule they follow), to adjust the tactical plan to updated information. In all cases, a service \( \sigma \in \Sigma \) is defined by its origin \( O(\sigma) \), destination \( D(\sigma) \), and a route in the physical network made up of a set of facilities (if any) where the service stops to load and unload cargo. In the basic problem setting, services are direct, or single-leg, i.e., they move directly from the origin to the destination without any intermediary stops. We discuss the case of multi-leg services at the end of the present subsection. It is noteworthy that, irrespective of the service route definition, \( \mathcal{A} \) may contain multiple arcs that have the same origin and destination, but differ in some attributes, e.g., mode and ownership, i.e., carrier-owned/managed or third-party carrier, each with specific cost and capacity features; partially overlapping service routes may also occur when multi-leg services are contemplated.

A so-called fixed cost \( f_\sigma \) is associated with service \( \sigma \), and is incurred to set up and operate it, that is, in planning terms, select and include it in the service network for the next planning horizon. One defines \( c^k_\sigma \), when the cost of transportation is commodity specific.

The service capacity \( u_\sigma \) represents the total demand the service may load and haul. The capacity may be measured in volume, tonnage, length (particularly for railroads), or number of units (e.g., containers for intermodal navigation and rail). More than one capacity measure may be relevant in any given problem setting. Moreover, particular capacities for particular products may also be imposed. To simplify the presentation, and if not otherwise indicated, we continue with a single capacity restriction in this article, which we identify by the generic term “volume”. Even in this case, though, some applications involve particular commodity-specific capacities, noted \( u^k_\sigma \) in this paper, which complement the global capacity \( u_\sigma \).

### 3.1.2 SND formulation

The goal of a SND model is to select, out of the set of potential services \( \Sigma \), the service network required to profitably and efficiently satisfy the multi-commodity demand \( K \). Hence, the model is built on a potential service network \( \mathcal{G} = (\mathcal{N}, \mathcal{A}) \), with the set of nodes \( \mathcal{N} = \mathcal{N}^{\text{ori}} \), and where the set of arcs \( \mathcal{A} \) are defined out of the set of services \( \Sigma \) according to the particular problem setting. In the basic case, with single-leg services in a deterministic (perfect knowledge of all parameter values, including demand, for the duration of the planning horizon) and static (time-related characteristics not explicitly considered, being assumed not to change significantly during the planning horizon), \( \mathcal{A} = \Sigma \), with \( a(\sigma) \) and \( \sigma(a) \) notationally connecting the arc \( a \in \mathcal{A} \) and its defining service \( \sigma \in \Sigma \) (obviously, \( u_a = u_{\sigma(a)} \), \( u^k_a = u^k_{\sigma(a)} \), \( c_a = c_{\sigma(a)} \), and \( c^k_a = c^k_{\sigma(a)} \)). Availability of the required resources is also assumed in the basic case; hence, their utilization is not explicitly represented in the formulation.
Two types of decision variables are to be found in all SND formulations, selection or design and utilization or flow. For the basic formulation, one thus has

**Design** variables \( y_\sigma, \sigma \in \Sigma \), indicating whether service \( \sigma \) is selected as part of the service network; In its simple, and most often encountered in the literature form, design variables are binary, i.e., \( y_\sigma = 1 \) if service \( \sigma \) is selected, and 0, otherwise; When the service may be operated several times, modelling either several simultaneous or spread over the time duration considered (see Section 4), the design variables take non-negative integer values, that is, \( y_\sigma \in \mathbb{Z}_+ \);

**Flow** variables \( x_a^k \geq 0, a \in \mathcal{A}, k \in \mathcal{K} \), modelling the volume (or percentage of the total volume) of commodity \( k \) moved on arc \( a \) (i.e., on the service defining the arc).

As already mentioned, tactical planning aims for profitable service and operations. In many cases, including the basic problem setting, it is assumed that demand is already known or may be predicted with sufficient confidence. Consequently, the estimated revenue is also assumed known and the goal becomes to minimize the total system cost to provide the service to address that demand. Let \( y \) and \( x \) stand for the vectors of design and flow decision variables, respectively, and let \( \Phi(y, x) \) represent the total cost of operating the system, given the service network \( y \) and the distribution of the demand flows on that network, \( x \). The specific form of \( \Phi(y, x) \) is related to the particular application. In the literature relative to planning consolidation-based freight carriers, one generally defines this total cost as the sum of the fixed cost associated with selecting the service network \( \phi(y) \) and the variable cost \( \varphi(y, x) \) of using the service network to transport the demand. Formally, then, the basic SND seeks to

\[
\min \quad \Phi(y, x) = \phi(y) + \varphi(y, x)
\]  

s.t.  

\[
\sum_{a \in \mathcal{A}_\eta^+} x_a^k - \sum_{a \in \mathcal{A}_\eta^-} x_a^k = \begin{cases} 
  d_k^\eta, & \text{if } \eta = O(k), \\
  -d_k^\eta, & \text{if } \eta = D(k), \\
  0, & \text{otherwise,} 
\end{cases} \quad \eta \in \mathcal{N}, k \in \mathcal{K},
\]  

\[
\sum_{k \in \mathcal{K}} x_a^k \leq u_a y_{\sigma(a)}, \quad a \in \mathcal{A},
\]  

\[
x_a^k \leq u_a^k y_{\sigma(a)}, \quad a \in \mathcal{A}, k \in \mathcal{K},
\]  

\[
y_{\sigma} \in \mathbb{Z}_+, \quad \sigma \in \Sigma,
\]  

\[
x_a^k \geq 0, \quad a \in \mathcal{A}, k \in \mathcal{K},
\]  

\[
(y, x) \in \Psi,
\]

where \( \mathcal{A}_\eta^+ = \{ (\eta, \eta') \in \mathcal{A} \} \) and \( \mathcal{A}_\eta^- = \{ (\eta', \eta) \in \mathcal{A} \} \) define the sets of incoming and outgoing arcs, for node \( \eta \in \mathcal{N} \), respectively.

The value of the total system cost, (1), is restricted by several constraints representing the setting and dynamics of the problem. Equations (2) are flow-balance, also called flow-conservation constraints, ensuring that all the demand of each commodity leaves
its origin (the first case), arrives at its destination (the second case), and departs any other locations at which it arrives (the third case). The linking-capacity constraints (3) and (4) limit the total amount of demand and the volume of each individual commodity, respectively, which travels on arc \( a \in \mathcal{A} \) to the capacity provided on that arc by the corresponding service, if selected. Constraints (5) - (6) define the domains of the decision variables, while constraints (7) stand for problem-setting-particular relations, such as, budget limits or topology restrictions on the numbers of incoming and outgoing arcs (the in- and out-degree of the node, respectively).

The objective function is written in general form, accommodating a broad range of cost-computing situations, including non-linearities due to the representation of, e.g., congestion in terminals or on the physical network and penalties for non compliance with service-quality targets or capacity restrictions (e.g. Crainic et al., 1984; Crainic and Rousseau, 1986), and non-continuities in the fixed cost of multi-departure services (e.g. Croxton et al., 2003b,a, 2007) In many such cases, it is assumed that the non-linear or non-continuous characteristics are distinguished for each service and demand individually, or to the individual fixed and variable costs, which yields formulations (8) and (9), respectively

\[
\sum_{\sigma \in \Sigma} \phi_{\sigma}(y) + \sum_{k \in \mathcal{K}} \varphi_k(y, x) \tag{8}
\]

\[
\sum_{\sigma \in \Sigma} \phi_{\sigma}(y) y_{\sigma} + \sum_{k \in \mathcal{K}} \sum_{a \in \mathcal{A}} \varphi_{ak}(y, x) x_{ka} \tag{9}
\]

The most frequently used system-cost representation, however, assumes linear functions and takes the form (10). In this case, minimizing the total cost of the system is computed as the sum of the fixed costs associated with selecting services and the variable costs corresponding to using the resulting service network to transport the demand.

\[
\sum_{\sigma \in \Sigma} f_{\sigma} y_{\sigma} + \sum_{k \in \mathcal{K}} \sum_{a \in \mathcal{A}} c_{ak} x_{ka} \tag{10}
\]

This basic formulation, which appears in various forms, particularly related to the modelling of the objective function, in many studies targeting freight-transportation planning issues, emphasizes the network-design nature of the SND formulations. Indeed, any SND model may be cast as a ND formulation on an appropriately-defined network. Thus, formulation (1) - (6) is the same as the general network design model presented in the seminal Magnanti and Wong (1984) paper. Moreover, the linear-cost SND, that is the objective function (10) subject to constraints (2) - (7), is the same as that of the multi-commodity, fixed-cost, capacitated network design problem (see Crainic et al., 2021a, for a state-of-the-art presentation).

### 3.1.3 SND variants

We complete this presentation with variants of the SND problem setting and their corresponding formulations. These variants are related, respectively, to the capacity-feasibility
issue, the service route, the explicit definition of the demand itineraries, the modelling
of several interconnected designs, and the requirement to move, or not, all of a demand
volume together.

Service capacity feasibility. Considering capacity limitations and including them
explicitly in O.R. formulations may raise feasibility issues. These are disturbing, particu-
larly since, in practice, there is “always” a feasible solution, even if quite costly, e.g.,
by calling on ad-hoc capacity provided by additional vehicles or outsourcing part of the
demand transportation, or delaying transport and paying penalties. We return to this
discussion in Sections 5 and 6, but the simplest approach is to include dummy arcs be-
tween the origin and destination of each commodity, with no capacity restrictions and
appropriately high cost, The associated slack-flow variables then capture the volume of
each demand unfilled by the capacity of the selected services, while taking care of the
feasibility issue.

Let \( a^k = (O(k), D(k)) \) be the dummy arc associated to commodity \( k \in \mathcal{K} \), with \( \zeta^k \) the
corresponding slack-flow variable. The flow conservation constraints (2) then become

\[
\sum_{a \in \mathcal{A}_\eta} x_a^k - \sum_{a \in \mathcal{A}_\eta} x_a^k = \begin{cases} 
  d^k - \zeta^k, & \text{if } \eta = O(k), \\
  -d^k + \zeta^k, & \text{if } \eta = D(k), \\
  0, & \text{otherwise},
\end{cases} \quad (11)
\]

and the term \( \sum_{k \in \mathcal{K}} c_a \zeta^k \) is added to the objective function. (These modifications are
implicit when the set of dummy arcs \( a^k \) is included in \( \mathcal{A} \).

Multi-leg services. In many applications, a service \( \sigma \in \Sigma \) stops at a number of differ-
ent terminals along its route, between the origin \( O(\sigma) \) and destination \( O(\sigma) \) terminals, to
load and unload freight, detach and attach vehicles from/to the convoy, change traction
units or crews, and undergo various safety and maintenance verification. The service
route is then described by the sequences of \( n(\sigma) \) stops (origin, intermediary, and des-
tination terminals), and service legs connecting them. A single-leg, direct, service has
\( n(\sigma) = 2 \).

Following Crainic (2024b), let \( \mathcal{N}^\text{ph}(\sigma) = \{\eta_i(\sigma) \mid i = 0, \ldots, n(\sigma), O(\sigma) = \eta_0, D(\sigma) = \eta_n(\sigma)\} \) be the stop sequence of service \( \sigma \in \Sigma \). Then, the service leg \( l_i(\sigma) = (\eta_{i-1}, \eta_i) \) is
defined as the sub-path connecting the consecutive terminals \( \eta_{i-1}, \eta_i \in \mathcal{N}^\text{ph}(\sigma) \) of the
route of service \( \sigma \), with \( \mathcal{L}(\sigma) = \{l_i(\sigma), i = 1, \ldots, n(\sigma)\}, \sigma \in \Sigma \).

Multi-leg services yield several arcs in the potential service network \( G \), an arc for each
service in the service network, i.e., \( \mathcal{A} = \mathcal{L} = \bigcup_{\sigma \in \Sigma} \mathcal{L}(\sigma) \). Let \( a(l_i(\sigma)) \) and \( a(l_i(\sigma))(a) \) stand
for the link defined by leg \( i \in \mathcal{L}(\sigma) \) of service \( \sigma \in \Sigma \) and the service leg defining arc
\( a \in \mathcal{A} \), respectively. Then \( u_a = u_{l_i(\sigma)(a)} \) and \( u^k_a = u^k_{l_i(\sigma)(a)} \) in constraints (3) - (4) of the
SND formulation.
Path-flow SND formulation. OD demand shipments travel on itineraries, that is, they follow paths in $G = (\mathcal{N}, \mathcal{A})$. Hence, flow variables and the SND model can be defined in terms of paths/itineraries.

Let $\Pi^k$ identify the set of possible itineraries of commodity $k \in \mathcal{K}$ on the potential service network (all potential services and terminal operations on the flow), with $\mathcal{A}_\pi^k$ holding the sequence of arcs $a \in \mathcal{A}$ (services in $\Sigma_{\pi}^k$) making up the itinerary $\pi \in \Pi^k$, and $\delta_{\pi k a}$ being the definitional Kronecker delta (i.e., $\delta_{\pi k a} = 1$ when arc $a \in \mathcal{A}_\pi^k$, 0, otherwise).

Let $c_{\pi}^k = \sum_{a \in \mathcal{A}_\pi^k} c_{\pi a}^k$ stand for the cost of itinerary $\pi \in \Pi^k$ of commodity $k \in \mathcal{K}$, and define the itinerary-flow decision variable $h_{\pi}^k$ as the amount of commodity $k$ moved on its itinerary $\pi \in \Pi^k$. The basic path-based SND formulation then becomes

$$\begin{align*}
\text{min} & \quad \sum_{\sigma \in \Sigma} f_{\sigma} y_{\sigma} + \sum_{k \in \mathcal{K}} \sum_{\pi \in \Pi^k} c_{\pi}^k h_{\pi}^k \\
\text{s.t.} & \quad \sum_{\pi \in \Pi^k} h_{\pi}^k = d^k, \quad k \in \mathcal{K}, \\
& \quad \sum_{k \in \mathcal{K}} \sum_{\pi \in \Pi^k} \delta_{a}^k h_{\pi}^k \leq u_{a} y_{\sigma(a)}, \quad a \in \mathcal{A}, \\
& \quad \sum_{\pi \in \Pi^k} \delta_{\pi a}^k h_{\pi}^k \leq u_{a}^k y_{\sigma(a)}, \quad a \in \mathcal{A}, k \in \mathcal{K}, \\
& \quad y_{\sigma} \in \{0, 1\}, \quad \sigma \in \Sigma, \\
& \quad h_{\pi}^k \geq 0, \quad \pi \in \Pi^k, k \in \mathcal{K}.
\end{align*}$$

(12)

(13)

(14)

(15)

(16)

(17)

It is well known that the basic arc and path-based formulations are equivalent, that is, they yield the same service network and objective-function value, with $x_{a}^k = \sum_{\pi \in \Pi^k} \delta_{a}^k h_{\pi}^k, a \in \mathcal{A}, k \in \mathcal{K}$. The notation and model modifications for the multi-leg-service case are straightforward, and the previous note holds.

Multi-layer SND. Most SND models address problem settings considering a single level of consolidation of shipments into a vehicle or container. Some modes of transportation, e.g., rail, ocean liners, and intermodal barges, involve multiple levels of consolidation, however, as a vehicle may transport many containers, vehicles may be grouped into so-called blocks or convoys (rail and barge trains), or both. The corresponding SND formulations must, therefore, include these multiple layers of consolidation decisions. Similar modelling requirements arise when resource-management concerns are part of tactical planning and the SND formulation, requiring design layers for services and resource operations (Section 5), as well as in applications to motor-carrier platooning for long-haul movements (Albinski et al., 2020) and autonomous vehicles that can only travel autonomously in certain geographic regions (Scherr et al., 2019; Ammann et al., 2024).

It is noteworthy that, these design decisions display the particular characteristic of an arc in a given decision layer being defined with respect to a set of arcs, often making
up a path or a cycle, in another decision layer. To illustrate, consider the case of railroad tactical planning where each potential block (group of cars handled together as a unit) is defined in the block layer, in terms of the path of service arcs that will transport it, if selected in the service layer (Zhu et al., 2014; Chouman and Crainic, 2021). Such interwoven definitions imply several connectivity relations and requirements in terms of both design (arc or node selection) and flow-distribution decisions, raising challenging network-design modelling and algorithmic issues.

Crainic et al. (2022) and Crainic (2024a) synthesize the literature on Multi-layer Network Design (MLND), proposing a general framework and taxonomy for the field. They also explore complex problem settings with applications to various consolidation-based freight transportation planning issues. We refer to some of these developments in the appropriate sections of this paper. Here, we present the basic multicommodity, fixed-cost, capacitated MLND formulation only.

Let \( L \) be the set of layers of multi-layer network \( G = (N, A) = \bigcup_{l \in L} (N_l, A_l) \), where \( G_l \) is the network on layer \( l \in L \), with \( N_l \) and \( A_l \) the corresponding sets of nodes and arcs. Let \( l, l' \in L \) be a couple of (supporting, supported) layers of \( G \) coupled by an arc definition specifying how an arc in the supported layer \( l' \) is related to a subset of supporting arcs in layer \( l \) (e.g., the supporting arcs form the path defining the supported arc). For simplicity of presentation, we assume that all arcs in \( G \) are design arcs, and that a single set of OD demands \( \mathcal{K} \) is defined on a given layer (notice that, the flows on that layer are projected on the layers associated with it through the arc definitions).

The rest of the notion defined for the previous SND models applies in this case as well (adjusted with the appropriate layer index), including for the decision variables \( y_{al} = 1 \) if arc \( a \in A_l \) of layer \( l \) is selected, 0, otherwise; and \( x_{al}^k \) indicating the quantity of demand \( k \in \mathcal{K} \) assigned to arc \( a \) of layer \( l \). The basic MLND formulation then becomes

\[
\min \sum_{l \in L} \left\{ \sum_{a \in A_l} f_{al} y_{al} + \sum_{k \in \mathcal{K}} \sum_{a \in A_l} c_{al}^k x_{al}^k \right\} 
\] (18)

s.t. \[
\sum_{a \in A_{al}} x_{al}^k \leq \sum_{a \in A_{al}} x_{al}, \quad k \in \mathcal{K}, l \in L, \quad (l, l') \in \mathcal{C}, \quad l \in L, \quad \eta \in \mathcal{N}_l, \quad (l, l') \in \mathcal{C}, \quad l \in L,
\] (19)

\[
\sum_{k \in \mathcal{K}} x_{al}^k \leq u_{al} y_{al}, \quad a \in A_l,
\] (20)

\[
(y, x) \in (\mathcal{Y}, \mathcal{X})_{ll'}, \quad (l, l') \in \mathcal{C}, \quad l \in L, \quad (l, l') \in \mathcal{C}, \quad l \in L,
\] (21)

\[
y_{al} = 1 \in \{0, 1\}, \quad x_{al}^k \geq 0, \quad a \in A_l, \quad k \in \mathcal{K}.
\] (22)

The formulation follows the standard network-design pattern. Note that, the flow-conservation constraints need enforcing for the demand-defining layer only in most cases, while Relations (21) stand for the sets of constraints corresponding to the design, flow, or attribute connectivity requirements proper to the multi-layer network design application at hand (Crainic, 2024a).
**Split/no-plit demand policy.** With respect to the handling of demand flows, two major problem classes are encountered in freight transportation, defined by the possibility to *split* the flow of any particular OD demand among several itineraries, or the obligation to follow a *no-split* policy and use a single itinerary.

The previous formulations address the former case. The definitions of the flow variables have to be modified when a no-split policy is to be modelled. Thus, for the arc-based (path-based) formulation, \( x^k_a (\pi^k_a) \) equals 1 if commodity \( k \in K \) travels on the arc \( a \in A \) (on its path \( \pi \in \Pi^k \)), and 0, otherwise.

The arc (path) formulation is then modified by multiplying \( x^k_a (\pi^k_a) \) by \( d^k \) in the objective function (1) ((12)) and constraints (2) - (4) ((13) - (15)), and changing the domain restrictions of the flow variables (6) to \( x^k_a \in \{0, 1\} \) ((17) to \( h^k_a \in \{0, 1\} \)).

### 3.2 Historical Perspective

There is a broad and extensive literature on the Service Network Design problem and applications. General surveys and syntheses may be found in Crainic and Hewitt (2021); Wieberneit (2008); Crainic (2000, 2003); Crainic and Laporte (1997); Crainic and Roy (1988), while applications to particular fields are synthesized in, e.g., Assad (1980b); Crainic (1988); Cordeau et al. (1998); Newman et al. (2002); Ahuja et al. (2005a); Crainic (2009); Yaghini and Akhavan (2012); Chouman and Crainic (2021); Crainic (2009) for railroads, Bakir et al. (2021) for LTL motor carriers, Ronen (1983, 1993); Christiansen et al. (2020, 2021, 2007, 2004) for maritime transportation, Macharis and Bontekoning (2004); Bektaş and Crainic (2008); Crainic and Kim (2007); Archetti et al. (2022) for multi and intermodal transportation, and Bektaş et al. (2017); Crainic et al. (2024, 2021c) for City Logistics.

Early studies focus mostly on railroad and maritime shipping planning, the former making up the largest set of contributions. This focus is explained, most probably, by the high costs of infrastructure and equipment, the complexity of terminal (e.g., classification, consolidation/blocking, train formation/makeup, loading and unloading) and line/network activities and decisions, and the double consolidation of cars into blocks and of blocks into trains characterizing railroads with the consequent complexity.

Historically, it is noteworthy that before the 1980s, most contributions addressed operational-level issues, e.g., scheduling of operations in terminals and on the lines (accounting, in particular, for priorities when meeting or overtaking other trains), and allocation of vehicles and power units to re-balance supply and demand among the terminals of the carrier (see Section 5). A significant body of work also targeted the organization of the terminals, rail yards and container ports, and the understanding, as well as the modelling, of the delays due to congested resources in the terminals and on railroad lines. Simulation and queuing methods were the methodologies of choice in those early studies. Discussing them in any depth goes beyond the scope and limits of this paper. We mention them, however, as they provided the basis for the development of tactical-level
representations of those phenomena as, mostly convex, function approximations of the average delays, given the capacity of the facility and the traffic intensity aiming to use it (e.g., Crainic and Gendreau, 1986; Powell, 1986b; Powell and Humblet, 1986; Crainic and Quérin, 1988), for inclusion in non-linear SND formulations (e.g. Crainic et al., 1984; Crainic and Rousseau, 1986; Bektaş et al., 2010).

When system-wide planning issues started to be addressed, the contributions targeted single problems or combinations of a limited number of issues only, by applying variants of the basic formulations described in this section.

Early contributions include the pioneering train formation (also called service selection and makeup) model of Assad (1980a) for a line network, which took the form of a piece-wise SND formulation. Several contributions followed focusing on the service selection and the demand-itinerary building as defined in the basic formulations of this section, the main differences being the demand (OD car flows or blocks), the service types (e.g., regular and express), the modelling of costs (linear or non-linear), and the solution method proposed. Exact solution methods proved difficult to address realistically-sized instances (Marín and Salmerón, 1996a), and meta-heuristics were generally proposed (e.g. Martinelli and Teng, 1996; Marín and Salmerón, 1996b; Yaghini et al., 2014).

A parallel line of research is dedicated to the railcar-blocking problem. Blocking addresses the design of the block network, i.e., the selection of the blocks to move the classified (sorted and consolidated into blocks) railcars for all or part of their journeys and the construction of the demand itineraries in terms of block paths. The goal is to minimize the total costs composed of classification costs in yards and the transportation costs on blocks. The service selection is to be performed after, in order to efficiently move the selected blocks (e.g., the block-to-train assignment model of Jha et al., 2008). The models proposed in the literature take the form of the SND formulations presented in this section, the differences among contributions coming from the modelling of the costs of the system, side constraints (e.g., limits on the number of blocks one can build in each yard) and the solution method.

Bodin et al. (1980) proposed one of the first such models, a non-linear (piece-wise) SND formulation with side constraints, blocking delays being dependent on the number of cars assigned to each block. Newton et al. (1998) and Barnhart et al. (2000) also formulate the problem as a network design model, arcs representing candidate blocks among classification yards. No fixed costs are associated to blocks, the yard block-building limit being enforced through budget constraints. A path-formulation and a branch-and-price algorithm (Barnhart et al., 1998) are proposed in the first paper, while the second presents a dual-based Lagrangian relaxation decomposing the problem into easier-to-address subproblems (a continuous multicommodity flow problem and an integer block formulation that selects blocks satisfying yard capacity constraints). Metaheuristics for the arc or path-based formulations are proposed by, e.g., Ahuja et al. (2007) and Yaghini et al. (2011, 2012).

The 80s have seen the emergence of models aiming for the integration of system-wide
tactical planning issues, through applications to railroads and motor-carriers. Crainic et al. (1984) presents what is probably the first rail service network design model addressing simultaneously the selection of services and their frequencies, car classification and blocking, train makeup, and freight routing. It is a non-linear path-based SND formulation, minimizing (9) subject to (13) - (17), which accounts for congestion and accumulation-delay phenomena in yards and on rail tracks, service-quality targets (e.g., market-specific delivery times), and trade-offs between operating and time-related costs. The non-linear generalized objective function combines operating and time-related costs for services and demand flows, as well as penalty costs for non compliance with service targets and the capacity limitations of terminals and services. The duration of terminal activities is modelled through convex approximations of average (and standard deviation) delays derived from queuing models of congestion in terminals. A similar approach is used for inter-terminal travel times as train services, with various priorities, are captive of the infrastructure. Block fixed costs are not included. They are rather approximated through the accumulation-delay costs and the limits on yard-specific block dimensions. The model also integrates the distribution of empty cars through one or several origin-destination demand matrices (generated through demand-distribution models from the surplus and shortage levels at yards, which were derived from the loaded-car demand). These matrices become commodities to be handled simultaneously with all other OD commodities in the problem. A heuristic solution method was used to address realistically-sized problem instances derived from the case of a large North-American railroad.

Crainic and Rousseau (1986) generalize the model for the tactical planning of any consolidation-based multicommodity multimode freight transportation systems, and propose a heuristic decomposition-based algorithm integrating discrete service-frequency modifications, network flow optimization, and column-generation principles. Bekta¸s et al. (2010) later proposed more refined solution methods integrating Lagrangean-based relaxation and decomposition algorithms. The authors show that, first, non-linearities may be handled efficiently through decomposition and, second, that the relaxation of the flow constraints, which yields an arc decomposition, has computationally better convergence properties than the dualization of the capacity constraints. These results are very encouraging for this demanding but important research topic.

Further important contributions to the basic SND methodology were made in the LTL planning field, simultaneously with the pioneering integrated SND methodology for railroad planning. On the one hand, Roy and Delorme (1989) generalize the methodology of Crainic et al. (1984) and Crainic and Rousseau (1986) to the LTL problem. The non-linear path-based formulation simultaneously selects services, itineraries, and balances the empty vehicles (trailers) between terminals. The objective function minimizes the total transportation and consolidation costs, with penalties for non respecting vehicle capacity and service targets. Data from large Canadian LTL carriers are used to show the interest of the methodology and to study the trade-offs between operation costs and time-related service targets in terms of solution structure and productivity (see also Crainic and Roy, 1988; Roy and Crainic, 1992) A different approach, motivated mainly
by the structure of the U.S. LTL motor-carrier industry, was initiated by Powell and Sheffi (1983), followed by an important set of contributions. The model follows the basic, linear-cost SND model, but takes advantage of the structure of the studied LTL networks (each regional terminal is linked to a very limited number of hubs and services are single leg) and includes the inter-terminal balancing of empty vehicles. The LTL system structure is further exploited by introducing tree-based flow routing (Powell and Koskosidis, 1992). An add/drop heuristic is used to address the formulation (at each iteration one adds or drops services to/from the service network; see also Powell, 1986a; Farvolden and Powell, 1994).

4 SSND - Accounting for Time and Schedules

Events, decisions, and activities occur in time. How they are included in the problem settings and descriptions determines in a large part how time, and those time attributes, are represented in the Operations Research models proposed to assist decision making, as well as the type of O.R. model and solution method proposed.

Recall that, the length of the tactical planning horizon, the so-called season, is determined by the homogeneity of that time duration, in terms of regular demand and, hence, activities, in a stable environment. The season length varies with the carrier type, but may also vary with the climate, e.g., between a dry and a rainy season. As indicated previously, the length of the tactical plan is not equal to the planning horizon. It is, in fact, much shorter, determined by the repetition pattern of the regular demand. The activities planned for this schedule length are then repeatedly executed for the duration of the tactical planning horizon.

The problem settings and formulations of Section 3 do not appear to fit into this discussion, nor to integrate time. But, they do. The basic formulations address situations where there is no variation in demand for the duration of the schedule length. Either the schedule length is short and one assumes that everything “happens simultaneously”, or the demand arrivals and service departures are assumed to be uniformly distributed over the schedule length for longer time spans, e.g., the 1440 minutes of the week (e.g., Crainic et al., 1984). Because the time attributes of the various problem elements are not explicitly included, those SND models are qualified as static.

The problem settings and models involving the service frequency are also qualified as static. The frequency of a service is defined as the number of times that “same” service is run during the schedule length (alternatively, the associated number of vehicle departures), and is formulated as $y_{s, \sigma} \in \mathbb{Z}^+, \sigma \in \Sigma$ in constraints (5). The operation hypothesis in such cases is that departures are equally spread out over the schedule length. The models summarized at the end of the previous section, including Crainic and Rousseau (1986); Crainic et al. (1984); Roy and Delorme (1989), and Powell and Sheffi (1983), belong to this category, the former three including service frequency as
decisions, the latter extracting the service frequencies out of the optimization results.

Addressing in a more refined way the variations of demand in time and the scheduling of the services selected to answer the transportation requests marks an important step in tactical-planning definition and the development of service network design methodology. Various time attributes are explicitly considered in such time-dependent problem settings. Hence, demand \( k \in K \) is further characterized by an availability time \( \alpha(k) \) at origin \( O(k) \) and a due date \( \beta(k) \) at destination \( D(k) \). Similarly, services are characterized by a schedule indicating the departure and arrival times, \( \alpha(\eta_i) \) and \( \beta(\eta_i) \), \( i = 1, \ldots, n(\sigma) \), respectively, at each of the terminals \( N^{\text{ph}}(\sigma) \) on its route. Services are further characterized by a total duration \( \tau(\sigma) \), that includes the time spent in terminals and the moving time associated to each leg \( \tau(l_i(\sigma)) \). Schedules may be strict, as for most European and Canadian railroads and regular containership liners, or more of an “indicative” nature, the schedule being eventually modified to account for particular events (e.g., an important customer for which one stops a direct LTL service) or how much freight is already loaded.

The time-related characteristics of demand and services are generally incorporated into SND models by explicitly attaching them to a service time-space network \( G = (N, A) \) capturing the dynamics of the system for the duration of the schedule length. The service legs provide the arcs specifying the potential movements through space and time of the corresponding vehicles and convoys, while itineraries perform the same role for the transportation of demand, from its origin terminal at its availability moment in time, to its destination terminal at a time compatible with its due date. When formulated on such a network, the SND is often referred to as a Scheduled Service Network Design (SSND) model.

A time-space network is often built by partitioning the schedule length into non-overlapping periods of time, wherein all activities at terminals during a period will be modelled as occurring at the same time. This approach is also known under the term time discretization. The granularity of the partition and the definition of each period are normally governed by the characteristics of the system elements and operation practice. Most applications in the literature, however, implement the classical approach, first introduced by Ford and Fulkerson (1958), according to which all periods are of the same length and apply to all the nodes of the network. We follow this approach to introduce the topic, and discuss alternatives to conclude the section.

Let \( T \) be the schedule length. Let \( \{0, 1, \ldots, |T| - 1, |T| = T\} \) be the set of time instants \( t \) that partition the schedule length into \( |T| \) periods of equal length, and \( T \) the ordered set of those periods. Period \( t \) is then defined as \((t - 1, t)\), all events taking place during this period being assigned to time instant \( t \). The node set of the time-space network, may then be defined as \( N = \{\eta_t, \eta \in N^{\text{ph}}, t = 0, \ldots, |T|\} \), including copies of all the terminals in the physical network at all the time periods (instants) defined.

The arc set \( A \) consists of two types of arcs. The first encompasses the moving arcs, that is, the service legs according to their schedules. Specifically, the moving arc \( a \in A \),
standing for service leg \( l_i(\sigma) = (\eta_{i-1}, \eta_i), i = 0, \ldots, n(\sigma), \sigma \in \Sigma, \) is defined as \( a = (\eta_0(\eta_{i-1}), \eta(\eta_i)), \) representing the departure of the service leg from its origin terminal \( \eta_{i-1} \) at time instant \( \alpha(\eta_{i-1}) \) and arriving at its destination terminal \( \eta_i \) at time \( \beta(\eta_i) \).

The second arc type, often referred to as a holding arc, represents the possibility to wait, or to “hold”, for one period goods or resources at a terminal. It is thus of the form \( a = (\eta_t, \eta_{n+1}), \eta \in \mathcal{N}^{ph}, t = 0, \ldots, |\mathcal{T}|. \) There are no fixed costs associated with holding arcs. A number of capacity and unit cost parameters may be defined, however, to represent the handling or warehousing capabilities of the terminal and costs of this handling or of keeping resources idle.

It is worth recalling that 1) the SSND aims for a repeatable tactical plan answering the regularity of demand over the planning horizon, and 2) not all demands and services have their initial and terminal instants within the schedule length; some may start during the previous application of the plan and terminate currently; others, start during the current application of the plan, but terminate during the following one. These issues are addressed by having the moving and holding arcs modelling service legs and terminal activities that would end during the next application of the plan wrap-around, which corresponds to having the respective arcs end after the beginning of the current schedule length. To avoid the apparent paradox of an activity terminating before it starts, the time computations are performed modulo \( T \) (see, e.g., Crainic and Hewitt, 2021, for details).

The SSND formulations then take the form of the corresponding basic SND models of Section 3 applied to the time-space network \( \mathcal{G} \) as defined above. The SSND considers the same two sets of decision variables, selecting scheduled services (with frequencies, in some cases, representing the number of simultaneous departures of the service) and building itineraries in the service network for demand-flow distribution. The SSND constraint sets are analog to those of the SND, but they are written to account for the time attributes of the system, e.g., for the flow-balance equations defined according to the availability instant and the delivery due date.

The differences and challenges come from applications to particular problem settings and the dimensions of those problems and of the corresponding formulations.

Focusing on railway planning, Haghani (1989) presents a model which attempts to combine train routing and scheduling, make-up, as well as empty car distribution on a time-space network with fixed travel times and pre-specified traffic rules. A heuristic is used to address a somewhat simplified version of the model and illustrate the interest of integrated planning.

Zhu et al. (2014) propose a multi-layer time-space SSND model, which appears to be the first comprehensive formulation to select the train services and schedules to operate for a given schedule length, the car classification policies, the blocks to build in each terminal, with their routes within the service network, the train makeup, and the demand itineraries using these services and blocks. The authors also introduce a matheuristic
solution methodology combining slope scaling, a dynamic block-generation mechanism, long-term memory-based perturbation strategies, and an ellipsoidal search, i.e., a new intensification mechanism to thoroughly explore very large neighborhoods of elite solutions in an efficient way using information from the history of the search. Experimental results show that the proposed solution method is efficient and robust, yielding high-quality solutions for realistically-sized problem instances.

Express-package deliveries often involve more than one mode, typically road and air (or, recently, high-speed trains) services. Early efforts to design such service networks focused on the specifics of the transportation network and potential service routes to build reduced time-space networks (Kim et al., 1999; Barnhart et al., 2002). While studying the same problem, Armacost et al. (2002) proposed a very interesting modelling approach based on defining “new”, composite design decision variables for aircraft operations that encode the selection of multiple aircraft services. The authors then showed that, with an appropriate set of constraints, the resulting model provides sufficient capacity to transport all demand, even though demand flows are not explicitly modelled.

Time-expanded SSND models for LTL service network design do not appear in the literature until the 2000s. Thus, Jarrah et al. (2009) propose a SSND formulation on a time-space network for the LTL service-design and flow planning problem with explicit service commitments (measured in delivery days). The authors leverage LTL-carrier policies (e.g., single-path per shipment) and the previous work by Powell and Koskosidis (1992) to formulate the problem using the in-tree structure of the problem, and generating in-trees through a column-generation procedure within a meta-heuristic scheme. The in-tree structure was also exploited in Erera et al. (2013a) in the context of a matheuristic scheme which at each iteration chooses a destination terminal and then solves an integer program to route freight destined for that terminal, holding fixed the routes for freight destined for other terminals. Continuing this line of research, Lindsey et al. (2016) proposes a meta-heuristic with neighbourhoods defined by adjusting many in-trees, and associated time-space demand itineraries, simultaneously.

About the same time at the turning of the millennium, a number of interesting SSND developments were proposed targeting City Logistics. The first modelling framework for the short to medium-term planning of two-tier City Logistics systems was proposed by Crainic et al. (2009). The problem setting considers different vehicle types and specific product-to-vehicle assignment rules at each tier, time-dependent origin-destination demand, and the need to schedule and synchronize first-tier multi-modal services and second-tier road-based multi-tour work assignments. The modelling framework combines in a path-based formulation, a SSND model for the first tier, and a scheduled, multi-depot, multi-tour, heterogeneous vehicle routing with time windows formulation for the second tier. Demand itineraries linked the two tiers and provide the synchronization environment.

The authors observed that, for mid-term tactical planning and the evaluation of long-term strategic alternatives, the second-tier routing problem could be approximated
and added to the first-tier formulation through appropriately-defined service costs on links connecting intermediate facilities (the satellites) and customer-zone. Fontaine et al. (2021) capitalized on this observation, while addressing a richer problem setting than in previous literature. The authors additionally integrate inbound and outbound demands, consider passenger-transportation modes (buses, tramways, etc.), multiple compartment vehicles, multiple satellite capacity measures (expressed in terms of freight volume and numbers of first and second-tier vehicles), several heterogeneous limited-size fleets of particular transportation modes, and decisions on the assignment of customers to consolidation centers and satellites. The problem is formulated as an arc-based SSND model and an efficient Benders decomposition algorithm is developed to solve it.

The representation of time and the time-space formulations raise a number of issues and challenges and, while quite a volume of work has been already dedicated to these issues, this is still a very broad and rich research area.

One may notice, first, that the schedule-length partition does not need to be the same at all terminals. Indeed, the relative importance of the terminal with respect to the overall work load may point to the need to have a fine granularity for high-utilization terminals, hubs, for example. Many services operate, start, stop, or terminate, at such terminals over most of the schedule length duration, and many demand flows need to be handled. In contrast, several smaller regional terminals may have to operate at less intensive levels and at certain time moments only. Mini-time-space networks may then be used to appropriately model each terminal in time, these mini-networks being then connected through the services arriving and departing at the node during the interval. Moreover, a continuous-time representation may be used for the activities modelled by the arcs of a mini-network. While mentioned in the literature (Crainic and Hewitt, 2021), we are not aware of many actual applications (Pedersen and Crainic, 2007).

An interesting observation is that schedule-length partitioning is not necessarily required when the schedules of potential services are rather strict. One may rather use the arrival and departure times of services at terminals to create the time instants of the time-space network. Then, the physical nodes are duplicated at relevant time instants only (that is, only when the event takes place at the terminal), and the availability time of each demand at its origin terminal is “projected” on the first time instant following arrival (Morganti et al., 2020; Kienzle et al., 2024). One still models on a time-space network in such a representation, but determining an appropriate granularity of partition appears less of an issue.

Different approaches may be called upon when service schedules are not so strict (or, when time-related uncertainty is considered) and one is more interested in the number of departures within a given time interval to ensure timely delivery of demands at destinations. Modelling the schedule length and associated events using so-called continuous time is such an approach. The timing of events related to service, and itinerary, operations then become part of the decision variables, and a significant amount of constraints governing arrivals, departures, and activity synchronization at terminals has to
be included (e.g., Lange et al., 2024). More research is required in this area.

A coarse-granularity-based approach may be used when the schedule length is of a limited duration (e.g., a working day as encountered in many LTL applications). The periods, generally of unequal length, then may be tailored to fit the arrival pattern of demand and the desired pattern of departures to ensure on-time arrival at the next stops of out-going services (e.g., three periods, morning, early afternoon, late afternoon / early evening). In such a case, the time attributes of each service would indicate the coarse time of the day when it is supposed to leave or arrive at the terminal, and a frequency-based formulation determining the number of departures during that period.

In many cases, however, time discretization is the preferred methodology for SSND and the issue of the partition granularity must be addressed. A fine granularity yields short time periods and provides the means to build a detailed representation of time and time-related activities. But, it results in very large time-space networks and very high solution-method challenges. A coarser granularity alleviates partially this problem, but may result in a poorer representation of decisions and operations in time (Boland et al., 2019). Consequently, an important body of work has focused on determining the appropriate granularity for SSND time-space networks, particularly in the context of LTL applications.

Introduced by Boland et al. (2017), the Dynamic Discretization Discovery (DDD) algorithmic strategy starts with a coarse granularity and iteratively refines it. The initial so-called partially time-expanded network is formulated in such a way that the corresponding SSND is a relaxation of an SSND formulated on a time-space network derived from the finest possible granularity in managerial terms (also called “complete enumeration”, e.g., the minute). Then, at each iteration of the DDD, the partially time-expanded SSND is solved and the solution is examined to see if it can be converted to an optimal solution to the complete-enumeration SSND, in which case, the method stops. Otherwise, the current partially time-expanded network is refined and the algorithm continues.

Contributions targeting DDD enhancements and generalizations followed. Hewitt (2019) proposes speed-up techniques for DDD when used to address LTL-inspired SSND instances. Marshall et al. (2021) propose a variant of DDD based on a differently-formed partially time-expanded network. DDD has been adapted to other SSND-related problems, as well. Medina et al. (2019); He et al. (2023) propose adaptations of the algorithm to SSND problems that also determine local delivery routes. Escobar-Vargas and Crainic (2024) adapt the DDD concept to address a mixed-integer formulation combining discretized and continuous time representations for a two-echelon location-routing problem with time-dependent demand and synchronization requirements.
Carriers need physical and human resources in order to operate their planned service network. We focus on the resources required “in the field”, that is, manning services and performing terminal operations on services and freight. Physical resources, the term “asset” is also found in the literature, refer mainly to the vehicles (e.g., trucks, ships, barges, airplanes, cargo bikes, and drones), traction/power units (e.g., road tractors and locomotives), and loading/hauling units (e.g., trailers, railcars/wagons, and containers) required to move freight. Terminal physical resources include cranes of various types and yard locomotives. We use the term crew to refer to a group of people required to operate these resources and services.

Assigning human resources to services provides the means to execute them (except when automated vehicles are providing the complete service, which is still very rare). On the other hand, assigning material resources to services define their characteristics. Power units determine how much can be hauled in terms of combined load and vehicle weight on each type of physical-network arc. Similarly, the loading/hauling units used determine the capacity of the service. Consequently, the resource management and resource-to-service assignment issues are very important for the definition, optimization, and performance of the carrier and its service network.

As pointed out in Section 2.3, one finds two major categories of resource-management problem settings and research, one focusing on particular resources, the second on the integration of resource-management concerns into system planning and SND modelling. Presenting a comprehensive review of the long history of research targeting the former category, and of the associated rich corpus of literature, is beyond the scope of this article. We briefly survey a number of milestones in the following. For detailed surveys and syntheses of the literature, the interested reader may turn to Dejax and Crainic (1987) for contributions until the end of the 80’s, Cordeau et al. (1998); Piu and Speranza (2014) for rail, as well as to the general articles and chapters mentioned in Section 3.2.

The beginnings of O.R. work on the management of resources may be traced to the problem of repositioning resources. Indeed; trade and, hence, traffic is unbalanced, both in volume and the nature of the freight moved. Consequently, once at destination, the vehicles that brought freight in are not required to move freight out, but they, or similar resources, are needed at other terminals (including the one from where the initial movement initiated). At a network-wide level, one thus observes surpluses of certain resources at a number of terminals and deficits of the same resources at others. Resources then need to be repositioned or balanced.

Starting with the pioneering work on empty cars and containers (Bomberault and White, 1966; White, 1968; White and Bomberault, 1969; White, 1972), as well as on locomotive management (Florian et al., 1976), most of this literature and developments address operational planning issues, e.g., distribution and routing. Network optimization is the methodology of choice in this field, evolving from the initial transportation problem.
models to the contemporary mixed-integer time-space multicommodity formulations integrating various practical rules and constraints, including Jordan and Turnquist (1983); Crainic et al. (1993); Joborn et al. (2004); Powell and Topaloglu (2005); Ahuja et al. (2005b); Vaidyanathan et al. (2008b,a); Bouzaïene-Ayari et al. (2016); Piu et al. (2015); Ortiz-Astorquiza et al. (2021); Miranda et al. (2020). The scheduling of crews required to man a given service network has not received the same level of attention. We signal the contributions by Crainic and Roy (1992) and Erera et al. (2013b) for LTL driver scheduling, and Balakrishnan et al. (2016) for railroad train crews. We also signal the important research effort and related body of contributions on Approximate Dynamic Programming Powell (2011, 2021) and applications to fleet management (e.g. Powell and Carvalho, 1997, 1998; Godfrey and Powell, 2002a,b; Powell et al., 2007; Bouzaïene-Ayari et al., 2016).

Turning now to the second category, the integration of resource-management concerns into system planning and SND modelling, one notices that many of the early service network design models do not consider resource availability. The formulations aim only to provide services with sufficient capacity to transport the demand shipments. It was assumed that a resource-centric operational model, of the first category discussed above, would then be used to provide the resources required to support the selected plan.

Early acknowledgement of the possible shortcomings of such strategies, yielded SND formulations that accounted for the need to reposition empty vehicles. Initial contributions model the repositioning of railcars or tractor-trailer units as sets of OD demands to be distributed simultaneously with the “regular” commodities (Crainic et al., 1984; Crainic and Rousseau, 1986; Crainic and Roy, 1988).

Similar concerns while addressing LTL and express-delivery planning, yield the inclusion of explicit decision variables capturing the number of empty ground vehicles to move between terminal pairs to balance the numbers of inbound and outbound vehicles at each terminal (e.g., Powell, 1986a; Smilowitz et al., 2003; Jarrah et al., 2009; Erera et al., 2013a). The same approach may also be found when costly vehicles, e.g., planes, vessels, and locomotives, are part of the system and of the definition of services, and their flow has to be balanced at each terminal and time period (e.g. Armacost et al., 2002; Lai and Lo, 2004; Pedersen and Crainic, 2007; Pedersen et al., 2009; Bilegan et al., 2022).

This strategy is generally identified as design-balanced SND / SSND. It aims to ensure that the number of services that arrive at a node equals the number of services that depart, by adding the set of node-degree constraints (23) to the formulations introduced previously.

\[ \sum_{\alpha \in A^+_{\eta}} y_{\alpha} - \sum_{\alpha \in A^-_{\eta}} y_{\alpha} = 0, \quad \forall \eta \in \mathcal{N}. \tag{23} \]

This approach may be extended. Thus, the service-design variables may be multiplied by an appropriate factor when more than one unit of resource is associated to the service, which ensures the balance of the respective resource at the nodes of the network. Moreover, more than one type of resource may be considered by instantiating a set of
constraints similar to (23). Note, however, that additional constraints may be required to govern the inter-resource relations. To illustrate, consider several types of container-carrying railcars, of different lengths, which can be used simultaneously. Then, one must ensure that the railcar combinations planed to be blocked together or to move together on the same service do not exceed the block or the train maximum permitted length (Kienzle et al., 2024).

The design-balancing requirement brings an additional challenge to addressing SND formulations as, for example, rounding up a fractional solution to the linear programming relaxation is no longer guaranteed to yield a feasible solution to the original problem. Heuristic solution methods are therefore generally proposed (see, e.g., Pedersen et al., 2009; Vu et al., 2013; Chouman and Crainic, 2015).

Yet, it also induces a structure to the problem and solutions. Specifically, that a design can be decomposed into cycles. In other words, that resources move according to cycles on the (potential) service network, limited in time by the need to return to their home base for inspection and maintenance. Andersen et al. (2009b,a) thus extend SND formulations to include resource cycles, cyclic schedules, and the coordination/synchronization of several railroads and navigation services at particular junction points. The authors also show that cycle-based formulations provide more modelling flexibility and computational efficiency. Andersen et al. (2011) exploit this structure in a branch-and-price-based scheme for the problem wherein vehicles flow on cycles and commodities flow on paths, with both cycles and paths generated dynamically via column generation.

Let \( \Theta = \{\theta\} \) stand for the set of feasible cycles the units of the resource considered may perform, \( f_\theta \) the “fixed” cost of selecting and operating the resource cycle \( \theta \in \Theta \), and \( \delta_\sigma^\theta \) the cycle-to-service assignment indicator, where \( \delta_\sigma^\theta = 1 \) if the resource performing cycle \( \theta \in \Theta \) may support service \( \sigma \in \Sigma \), and 0 otherwise. Define the binary decision variable \( y_\theta = 1 \), if cycle \( \theta \in \Theta \) is selected, and 0 otherwise. The basic SSND with single resource cyclic management then becomes

\[
\min \sum_{\sigma \in \Sigma} f_\sigma y_\sigma + \sum_{\theta \in \Theta} f_\theta y_\theta + \sum_{k \in K} \sum_{a \in A} c_k x_{k,a}^{a,k} \tag{24}
\]

subject to constraints (2) - (7) enriched with

\[
y_\sigma \leq \sum_{\theta \in \Theta} \delta_\sigma^\theta y_\theta, \quad \forall \sigma \in \Sigma, \quad (25)
\]

\[
y_\theta \in \mathbb{Z}_+, \quad \forall \theta \in \Theta, \quad (26)
\]

where (24) minimizes the selection and operation costs of services and resources, plus the cost of moving the demand flows, while constraints (25) link the selection of services and the resources required to operate them.

It is noteworthy that models incorporating design-balance type of constraints only acknowledge that resources are needed to support services and transport shipments and, thus, may have to move empty to be positioned for future activities. They do not
recognize, however, that resources need to periodically return to their specific home-base terminal, and are not easily extended to account for other considerations such as the size of the fleet, for example. Such issues are addressed in models explicitly incorporating the resource management considerations, as illustrated by the SSND with cyclic resource operations shown above (24) - (26)).

Crainic et al. (2014b, 2018); Hewitt et al. (2019); Crainic and Hewitt (2021) propose more general Scheduled Service Network Design with Resource Acquisition and Management, SSND-RAM, formulations, which consider several types of resources and integrate outsourcing servicing certain markets, resource acquisition, allocation, and re-allocation decisions. Moreover, Hewitt et al. (2019) explicitly recognizes uncertainty in demand volume when tactical decisions are taken relative to the design of the service network and the resource allocation (see Section 6). The solution methods proposed in these papers combine dynamic cycle-generation schemes and mechanisms to choose cycles and services, as well as to move demand flows given the resulting capacity.

6 Uncertainty

The tactical plans developed by carriers are formulated well in advance of their implementation. As noted earlier, the aim of this planning process is to establish a series of services for a designated schedule length, which are intended for repeated application over a specified horizon to meet the regular transportation demands of a set of shippers. While the demand from these shippers is expected to have a repeatable nature, the specific details of their requests may change randomly each time they are made. Additionally, unexpected events can further influence the execution of scheduled services, altering the planned transportation supply. Consequently, carriers that engage in tactical planning invariably encounter a degree of uncertainty within the overall informational context that they face.

When employing SND models to address carrier-centric tactical planning problems, it is important to first identify the main sources of uncertainty present in the informational context. On the demand side, using the basic linear-cost SND model minimizing (10) subject to (2) - (6) as an illustrative example, it is frequently observed that commodities \( k \in K \), associated with requests from regular shippers, exhibit randomly varying volumes or quantities (i.e., \( d(k), k \in K \)). These fluctuations are often attributed to the random nature of demands, which affect shipper requests throughout the horizon over which the tactical plan is repeatedly applied. On the supply side, the characteristics of the potential services set \( \Sigma \) can also undergo random changes. Specifically, for a given service \( \sigma \in \Sigma \), while the fixed cost \( f_\sigma \) is often assumed to be known (reflecting the overall setup cost committed upfront to include the service in the transportation supply over the considered horizon), the variable cost \( c_{\sigma(a)}, a \in A \), incurred for using the service to repeatedly transport demand commodities can be subject to random changes. Such variations can arise from, for example, fluctuating delays in performing the required transportation
operations. Furthermore, each service $\sigma \in \Sigma$, when selected, is expected to supply a given capacity $u_\sigma$ enabling demands to be loaded and hauled. However, disruptive events, such as unavailabilities in the resources supporting the given service (e.g., vehicle breakdowns), may randomly change this capacity (effectively reducing $u_\sigma$) in a given application of the tactical plan.

In this paper, we consider the form of uncertainty known as *randomness*, as described in Klibi et al. (2010), which is associated with the regular operations of a carrier. Specifically, randomness phenomena are encountered when a carrier performs its business as usual activities. It is thus expected to both occur in normal planning settings and be more readily quantifiable (past data being often available to help formulate these random variations). Therefore, in this section, it is assumed that the type of uncertainty that the carriers face can be accurately represented through well-defined random variables.

When planning amidst such uncertainty, a primary challenge arises when initially established tactical plans, including specific services selected and anticipated commodity itineraries, become infeasible or financially burdensome to implement due to random changes on either the demand or the supply sides. Indeed, this uncertainty can render any well-conceived tactical plan, developed through the use of forecasts, ineffective, necessitating significant revisions often associated with considerable additional costs. The critical question, then, is how to effectively address this challenge during the initial tactical planning phase performed by carriers. In this section, we explore the methodological developments made over the years specifically aimed at tackling this issue. Our focus is on discussing the stochastic optimization methods proposed for solving service network design problems relevant to freight transportation planning. These methods represent the main efforts dedicated to addressing the tactical planning problems of carriers under conditions of uncertainty.

The remainder of this section is divided as follows: using the basic linear-cost SND model as an illustrative example, we first recall the two general modelling paradigms used in applying stochastic optimization (Section 6.1), and then review the main methodological advancements that have been made in formulating and solving stochastic scheduled service network design models (Section 6.2). The latter subsection provides an historical overview of the methodological progress in this area.

### 6.1 Modelling Paradigms

There are two general modelling paradigms when applying stochastic optimization. The first involves imposing a set of probabilistic constraints, known as *chance constraints*, which serve to limit the likelihood of solutions becoming infeasible at execution time, due to the uncertainty present in the model’s parameters. The second paradigm explicitly formulates the model’s decisions in accordance with the information revelation process inherent to the problem. Thus, the formulation explicitly differentiates between decisions made under uncertainty, referred to as *a priori decisions*, and those made after
the uncertainty is partially or fully revealed, referred to as recourse decisions. Models resulting from the application of this paradigm are termed stochastic models with recourse. In this section, we present these two paradigms as they are applied to the basic linear-cost SND model. This discussion aims to lay the groundwork for clarifying the methodological contributions that are then examined in the subsequent subsection.

Before detailing any stochastic SND model, it is essential first to formulate the uncertainty considered. Stochastic optimization is applied under the general assumption that the uncertainty affecting the model’s parameters can be accurately modelled using random distributions. Therefore, let us first define the following probability space \((\Omega, \mathcal{F}, \mathbb{P})\) associated with a random experiment that reveals the considered stochastic parameters. The set \(\Omega\) contains the possible outcomes \(\omega \in \Omega\) of the random experiment. As for \(\mathcal{F}\), it defines the set of all events. Lastly, let \(\mathbb{P}\) be the measure that assigns probabilities to the possible outcomes of the random experiment.

The two modelling paradigms are illustrated through the more general case concerning the informational uncertainty inherent in SND. We thus assume that the following parameters are stochastic: 1) the commodity volumes \(d^k, k \in K\); 2) the service variable costs \(c^k_{\sigma(a)}, k \in K, \sigma \in \Sigma, a \in A\); and 3) the service capacities \(u_a, \sigma \in \Sigma\). For simplicity, we assume that only a general capacity applies to the total amount of commodity flow that can be transported through the selected arcs. Consequently, we exclude the constraints (4) from our presentation, although all models can be readily extended to incorporate them. For notation purposes, vectors \(d, c, u\) contain the random variables for these parameters and vector \(\xi\) is defined as the concatenation of the previous three vectors (i.e., \(\xi^\top = [d^\top, c^\top, u^\top]\)). Additionally, \(d(\omega), c(\omega), u(\omega), \omega \in \Omega\), are the vectors of parameter values corresponding to the possible realizations of the random event.

**Chance constraints.** To properly introduce the chance constraints formulation, one must consider the potential impediments that prevent a carrier from directly implementing a tactical plan in light of random changes occurring within the informational context. Let \(y_{\sigma(a)}, a \in A\) and \(x_k a, a \in A, k \in K\), represent a specific feasible solution obtained from the deterministic model: Minimize (10) subject to (2), (3), (5), and (6), which utilizes forecasts for the uncertain parameters. This tactical plan, illustrated by the solution vector \((y, \pi)\), outlines both the services to be operated (i.e., the design decisions \(y\)) and the itineraries chosen for the various commodities (i.e., the flow decisions \(\pi\)). However, due to the uncertainties discussed earlier, it may not always be feasible to execute the tactical plan without alterations. In particular, for some realizations \(\omega \in \Omega\), given the observed volumes of commodities \(d(\omega)\) and service capacities \(u(\omega)\), the chosen services \(\overline{y}\) and planned itineraries \(\overline{\pi}\) might fail to satisfy the demands as they emerge from the shippers or be viable given the capacities observed for the selected services.

Among the significant concerns for carriers, two scenarios stand out prominently. First is the situation where the designed transportation service supply and planned commodity itineraries are inadequate to cover the total demand issued by the shippers. As
highlighted earlier, such circumstances often compel carriers to resort to ad-hoc capacity, incurring substantially higher costs or penalties that detrimentally affect their financial outcomes. Second, there’s the risk that selected services may not support the intended commodity flow to be transported due to unforeseen reductions in available capacities, undermining the feasibility of the planned itineraries. Therefore, formulating tactical plans that limit the risk of observing these scenarios can be highly beneficial for carriers. Chance constraints are instrumental in embedding these probabilistic considerations within the tactical planning framework, offering a method to preemptively address potential execution challenges.

As detailed earlier, dummy arcs $a^k = (O(k), D(k))$ for each commodity $k \in \mathcal{K}$ can be effectively used to model the utilization of ad-hoc capacity for transporting portions of commodity volumes. Given the stochastic nature of the planning context (where both shipper demands and service capacities can randomly vary), one can deduce that the dependency on ad-hoc capacity fluctuates with each specific realization of the observed random experiment. Consequently, we define $\varsigma^k(\omega)$, for each $\omega \in \Omega$ and $k \in \mathcal{K}$, as the realization-specific slack-flow variables. These variables precisely capture the volumes of commodities transported using ad-hoc capacity under varying circumstances. Thus, probabilistic constraints imposed on the tactical plans can be formulated by setting limits on the flows assigned to these variables.

Similarly, the feasibility of linking-capacity constraints under the explicit consideration of uncertainty is another critical factor. Specifically, for a given realization $\omega \in \Omega$, the observed capacities of the selected services might prove inadequate to support the planned commodity flows they should carry. To address these limitations, additional capacity on specific services would be necessary to balance the shortfall. Therefore, $\varrho^\sigma(a)(\omega)$ is introduced for each $\omega \in \Omega$ and $\sigma(a) \in \Sigma$, signifying the supplemental service capacity needed on a realization-specific basis to implement the planned itineraries. Consequently, probabilistic constraints for the tactical plans can be established based on the required extra capacity to compensate for the observed shortfalls.

Following a similar modelling approach as the one presented in Hewitt et al. (2021), let us first define function $F^k_i(x)$ as the net flow for commodity $k \in \mathcal{K}$ at node $i \in \mathcal{N}$, i.e., $F^k_i(x) = \sum_{a \in \mathcal{A}^+_i} x^k_a - \sum_{a \in \mathcal{A}^-_i} x^k_a$. A chance constraint that limits the total amount observed on the slack-flow variables can then be defined as follows:

\[
\begin{align*}
\mathbb{P} \left( \left\{ \omega \in \Omega \mid \exists k \in \mathcal{K}, \sum_{k \in \mathcal{K}} \varsigma^k(\omega) \geq \alpha_{\mathcal{K}}, \quad F^k_{O(k)}(x) = d^k(\omega) - \varsigma^k(\omega), \quad F^k_{D(k)}(x) = -d^k(\omega) + \varsigma^k(\omega) \right\} \right) & \leq 1 - \beta_{\mathcal{K}}. \quad (27)
\end{align*}
\]

Consequently, the chance constraint (27) limits the probability of observing realizations $\omega \in \Omega$ where the total commodity volumes that are transported via the dummy arcs exceed the threshold $\alpha_{\mathcal{K}}$ (i.e., $\sum_{k \in \mathcal{K}} \varsigma^k(\omega) \geq \alpha_{\mathcal{K}}$) to at most $1 - \beta_{\mathcal{K}}$, where $\beta_{\mathcal{K}}$ delineates the requisite level of reliability for the planned itineraries. Such conditions could also
be established on a per-commodity basis for each $k \in K$. In such a case, a commodity-specific threshold $\alpha_k$, for $k \in K$, would dictate the limit beyond which the flow assigned to $\varsigma_k(\omega)$ is considered as an unacceptable outcome $\omega \in \Omega$ by the carrier.

The same modelling approach can be employed to define a chance constraint that limits the total amount of significant shortfalls in the capacities of the selected services:

$$\mathbb{P}\left( \omega \in \Omega \mid \exists \varrho_{\sigma(a)}(\omega) \geq 0, \sigma(a) \in \Sigma : \sum_{\sigma(a) \in \Sigma} \varrho_{\sigma(a)}(\omega) \geq \alpha_{\Sigma}, \sum_{k \in K} \varsigma_k \leq u_{\sigma(a)}(\omega) + \varrho_{\sigma(a)}(\omega), \right) \leq 1 - \beta_{\Sigma}. \quad (28)$$

Here, the parameters $\alpha_{\Sigma}$ and $\beta_{\Sigma}$ serve to, respectively, specify the maximum allowable threshold for the aggregate additional service capacity required and the desired level of reliability for the designed service network. Furthermore, similar to the previous case, the probabilistic constraint (28) can also be disaggregated to apply a specific threshold $\alpha_{\sigma(a)}$ for each service $\sigma(a) \in \Sigma$, thus providing more granular control over the service-specific reliability requirements.

**Stochastic models with recourse.** The alternative stochastic modelling paradigm that has been adopted to address uncertainty in SND utilizes stochastic models with recourse. These models are designed to encapsulate the decision-making dynamics that are integral to the tactical planning processes performed by carriers. In this paradigm, the stochastic formulation comprehensively incorporates both tactical decisions for designing the transportation supply and operational-level decisions for the repeated application of the tactical plan in a randomly varying environment.

It is important to emphasize that all these decisions occur within a context of randomly varying informational conditions. As outlined previously, the tactical plan is established in advance, introducing uncertainty in the decision-making process due to the lack of precise information. Conversely, operational decisions are made in a setting where the actual values of stochastic parameters become known, aiming to adaptively meet shippers’ demands based on real-time information. This setting inherently encompasses multiple stages - specific moments when stochastic parameters become known, allowing decisions to be made in reaction to this newly acquired information. In a general sense, the tactical decisions are thus made during the first stage, often referred to as a priori decisions, in the face of complete uncertainty. Meanwhile, operational decisions would naturally be executed in subsequent stages, known as recourse decisions, as the stochastic parameters become progressively observed.

While stochastic multi-stage formulations adeptly encapsulate the dynamics of operational decision-making, they considerably augment the complexity of the optimization model, especially as the model expands with additional stages. This complexity is particularly pronounced when incorporating tactical planning phases characterized by essential discrete decisions. Furthermore, when solving tactical planning problems, detailed operational specifics may not be essential for accurately establishing tactical plans; a good
approximation can often provide sufficient guidance. Consequently, the predominant modelling approach for SND, especially focusing on carrier-centric tactical planning, employs a two-stage formulation.

How each stage is defined should reflect the specific planning problem under consideration. Typically, the first stage involves design decisions that specify the services to be operated, thereby establishing the carrier’s transportation supply. These decisions are made well before the actual utilization of the services, requiring them to comprehensively address the full spectrum of anticipated uncertainty.

When it comes to defining potential recourse actions in the second stage, a broad range of options can be established, offering varying degrees of flexibility in adjusting the overall plan. On one end of the spectrum is the simple recourse option, which involves imposing a penalty proportional to the extent of the plan’s infeasibility. This approach essentially adopts a general observe-and-pay strategy for defining recourse actions. Alternatively, more complex recourse actions can be formulated at the network level. A notable strategy within this context is the establishment of commodity itineraries as second-stage decisions, effectively treating the flow decisions as recourse actions. This is the strategy taken in the illustrative model presented below and has been shown to be effective in a variety of tactical planning transportation problems. Recourse actions can also extend to structural adjustments in the service network initially designed during the first stage. However, adopting such a strategy introduces greater complexity, as it would necessitate making discrete decisions as part of the recourse actions.

In all cases, this general modelling approach presupposes that all uncertainties are clarified in a single stage, meaning all stochastic parameters are assumed to be observed simultaneously. Therefore, the second stage offers an approximation of the carrier’s real operations to meet shipper demands, guided by the tactical plan established in advance. Despite its approximate nature, this stage of the formulation provides nonetheless valuable insights, estimating operational costs to significantly influence the tactical plan’s design. Solving the two-stage stochastic model thus yields a comprehensive tactical plan. The plan not only outlines the setup of the service network by the carrier but also specifies cost-efficient adjustments to accommodate observed random changes.

Using again the modelling approach presented in Hewitt et al. (2021), in the stochastic model with the flow-defined recourse strategy, the variables \( y \) are designated as the first-stage design decisions, while the flow variables are set as \( x^k_a(\omega) \) for \( a \in A, k \in K, \) and \( \omega \in \Omega \). This definition indicates that the flow decisions, which also delineate the commodity itineraries, act as recourse actions undertaken in response to specific realizations of the stochastic event. Assuming the system cost is linearly defined as in equation (10), the model formulation is as follows:

\[
\begin{align*}
\min & \quad \sum_{\sigma \in \Sigma} f_\sigma y_\sigma + \mathbb{E}_{\xi} \left[ Q(y, \xi(\omega)) \right] \\
\text{s.t.} & \quad y_\sigma \in \mathbb{Z}_+, \sigma \in \Sigma,
\end{align*}
\]
where,

\[
Q(y, \xi(\omega)) = \min \sum_{k \in K} \sum_{a \in A} c_a^k(\omega)x_a^k(\omega)
\]  

(31)

s.t. \[
\sum_{a \in A^+_a} x_a^k(\omega) - \sum_{a \in A^-_a} x_a^k(\omega) = \begin{cases} 
d^k(\omega), & \text{if } i = O(k), \\
-d^k(\omega), & \text{if } i = D(k), \ i \in \mathcal{N}, \ k \in \mathcal{K}, \end{cases}
\]  

(32)

\[
\sum_{k \in \mathcal{K}} x_a^k(\omega) \leq u_a(\omega)y_{\sigma(a)}, \ a \in \mathcal{A},
\]  

(33)

\[
x_a^k(\omega) \geq 0, \ a \in \mathcal{A}, \ k \in \mathcal{K}.
\]  

(34)

Model (29) - (30) addresses the first-stage decisions, which seek to design the service network under complete uncertainty. The objective function (29) thus combines a deterministic component - the total fixed costs for the selected services - with a second term that assesses the anticipated future costs of adjusting/adapting the tactical plan, given by the design decisions made, to revealed information (i.e., the recourse cost function). This involves computing the expected value of the cost function \(Q(y, \xi(\omega))\), which evaluates the total cost incurred to move the demand flows using the service network defined by \(y\), upon observing the stochastic parameter values associated with realization \(\omega \in \Omega\), i.e., the value vector \(\xi(\omega)\). Consequently, function \(Q(y, \xi(\omega))\) is characterized as the optimal solution to the minimum cost multi-commodity flow model (31)-(34) configured for the realized commodity volumes \(d(\omega)\), service variable costs \(c(\omega)\), and service capacities \(u(\omega)\). As highlighted earlier, in this context, the flow variables fulfill the role of recourse actions and represent the decisions made in the second stage.

In the next subsection, we explore some of the principal innovations proposed for solving stochastic scheduled service network design problems. To ensure clarity in our discussion, we directly reference the stochastic modelling paradigms previously outlined when presenting these innovations.

### 6.2 Stochastic SSND Methods

Methodological advancements in stochastic SSND have emerged relatively recently. By far, the most studied variant of the problem involves the case where the shipper demand volumes are assumed stochastic. One of the first contributions to this field is by Lium et al. (2007), where the authors investigate the impact of accounting for randomly fluctuating demands on the configuration of service networks when using two-stage stochastic models with recourse to solve the problems. Specifically, the study examines the effects of integrating prevailing demand correlations and provides numerical evidence that different correlation setups can markedly affect the design of service networks. Subsequent research by the same authors in Lium et al. (2009) further explores the impact of demand uncertainty on SSND. This follow-up study delineates the structural differences between networks devised via two-stage stochastic models with recourse and those from
deterministic approaches, highlighting the distinct advantages of the former. Notably, this research demonstrates that optimal networks derived from stochastic formulations exhibit unique characteristics not present in networks derived from deterministic models. Specifically, when the uncertainty is explicitly considered, the designed networks tend to feature multiple alternative paths to connect commodity origin-destination node pairs, enhancing flexibility to accommodate fluctuating commodity flows. Consolidation, in the form of alternative paths sharing common arcs, is also observed as a strategy to minimize the overall costs of the solutions obtained.

While deterministic approximations might not incorporate efficiency-inducing structures in the networks they generate, it is important to recognize that deterministic models can still provide significant insights for applying SSND methods in transportation service planning amidst demand uncertainty. This perspective is supported by Wang et al. (2019), where the authors show that elements of a service network designed using a deterministic model can effectively inform decision-makers on efficiently upgrading the network (i.e., applying local modifications to the network’s structure) for enhanced performance when used under uncertain conditions. Such comparative analyses of stochastic and deterministic optimization approaches in SSND offer a clear perspective on the decisional impacts of uncertainty within the tactical planning processes performed by carriers.

Over the years, contributions to the development of stochastic SSND methods, particularly concerning uncertain demands, have been primarily directed towards two main areas: methodological advancements, which include algorithmic developments for efficient problem-solving, and the incorporation of various carrier-centric tactical planning dimensions within the developed methods. Regarding the first area, one of the earliest attempts to introduce a meta-heuristic solution approach tailored to two-stage SSND models under stochastic demands is presented by Hoff et al. (2010). The authors propose a heuristic algorithm that is based on the principles of the variable neighbourhood search strategy. A key contribution of their work is the development of neighbourhood structures designed to identify zones within the service network where the anticipated reliance on ad-hoc capacity, which incurs significantly higher costs, is particularly pronounced. Identifying these specific network zones is crucial for the neighbourhood search meta-heuristic to then pinpoint moves that improve the current solution.

Another heuristic search method recognized as an efficient solution strategy for stochastic SSND is the progressive hedging meta-heuristic. Originally developed by Crainic et al. (2011) for general stochastic network design models, specifically those involving stochastic demands, this approach has been effectively adapted for different SSND variants under uncertainty. The method employs scenario decomposition, breaking down the two-stage stochastic formulations according to the scenarios that represent potential realizations of the uncertain demands. It then solves these scenario-specific subproblems iteratively, updating their formulations (i.e., through fixed cost adjustments) to gradually seek a consensus among all scenarios, aiming for convergence towards a unified service network solution. Enhanced versions of this solution strategy are detailed in Crainic et al. (2014a) and Jiang et al. (2021), where the introduction of scenario clustering approaches to refine
the decomposition strategy (resulting in multi-scenario subproblems) is shown to significantly improve the efficiency of the consensus-seeking process to achieve a single service network.

In the second area of contributions, studies on SSND methods for the variant with stochastic demands have aimed to incorporate specific carrier tactical planning dimensions into the stochastic optimization models, thereby increasing their applicability and relevance to real-world scenarios. In Bai et al. (2014), the authors introduce a two-stage stochastic SND model where rerouting options serve as recourse actions in the second stage, offering added flexibility to manage fluctuating shipper demands. Carriers often favour rerouting strategies over dependence on ad-hoc capacity - often an outsourced solution - due to the enhanced control over the services they offer to shippers and potential for cost savings.

Actually, determining the optimal balance between rerouting or adjusting planned services and the utilization of ad-hoc capacity has emerged as a critical question in this domain over the years. It is clearly shown in Wang and Wallace (2016) that explicitly considering freight transportation spot markets when designing a service network for tactical planning in the presence of stochastic demands, where a carrier can either outsource part of the shipper demand or sell excess capacity on the planned services, can lead to notable gains in the plan’s efficiency. The trade-offs between dedicating efforts to service adjustments versus relying on ad-hoc capacity to meet fluctuating demand volumes are further explored in Crainic et al. (2016), specifically within the context of planning two-tiered city logistics systems. The study introduces various two-stage stochastic optimization models for tactical planning in these systems, employing alternative recourse strategies. These strategies either utilize ad-hoc city freighters for time-dependent urban distribution operations or implement localized changes to service dispatches to efficiently execute the tactical plans. In Müller et al. (2021a), the integration of scheduled service adjustments as part of the recourse actions for accommodating demand variability is also explored within a two-stage stochastic framework for tactical planning in an intermodal transportation system. The study effectively emphasizes how employing such a strategy can significantly enhance operational flexibility and the system’s overall efficiency. More recently, in Liu et al. (2023), a two-stage stochastic formulation is introduced to determine vehicle allocation decisions between 1) fixed services (routes determined in the first stage for repeated use over the planning horizon), and 2) flexible services (routes that are decided in the second stage as part of the recourse actions). This study reinforces the critical importance of finding an optimal balance between advanced planning for cost reduction and incorporating adaptability into the plans at the time of execution.

As indicated previously, the allocation and utilization of transportation resources (such as vehicles, capacity units, and drivers) form a fundamental component of the tactical planning performed by carriers. This process is also significantly influenced by the random demand variations that can be observed during operational execution. In Dong et al. (2015), the authors explore service capacity planning in a shipping network under uncertain demand conditions, introducing a two-stage stochastic model for the
problem. The first stage pre-assigns specific containers to services, setting up the planned capacities, while the second stage focuses on routing these containers based on actual shipper demands as they become known. To address the complexities of this model, the authors proposed a solution algorithm designed using progressive hedging techniques.

When a carrier directly manages the resources necessary to perform the planned services, circumstances may arise that necessitate addressing uncertainties related to the transportation capacities these resources provide. In Hasany and Shafahi (2017), the authors introduce a two-stage stochastic model to tackle the railroad blocking problem - a crucial aspect of tactical planning for railroad carriers - that accounts for the variability in shipper demands, flow capacities, and total transit times of shipments. The first stage involves selecting blocks, thereby defining a set of potential paths through the rail network for the shipments that are to be determined in the subsequent stage. Given the potential variability in shipment sizes (i.e., demands), flow throughput at stations, and transit times, the model aims to identify a set of blocking paths that minimize the overall costs, encompassing both the operating costs of the selected blocks and the expected transit time costs of the shipments.

The explicit consideration of resource acquisition (such as vehicles) within the context of SSND amid demand uncertainty is addressed in Hewitt et al. (2019). Here, a two-stage framework is introduced, integrating both the acquisition (or contracting) and allocation of resources, alongside the selection of scheduled services as part of the first-stage tactical plan. Subsequently, the second stage executes these selected services to meet realized demands, with service dispatches being conducted using either owned or outsourced resources. The obtained stochastic model is then solved using a column-generation based matheuristic.

The management of resources in the context of formulating SSND under uncertainty can further enable the adoption of specific distribution strategies that leverage the characteristics of the available resources. In Scherr et al. (2022), the authors propose a two-stage stochastic formulation that develops a tactical service plan for an urban transportation system where different vehicle types are present. This plan includes fleet-sizing decisions and the selection and scheduling of services (performed using the acquired vehicles) in the first stage to address stochastic requests, which are specified in the second stage. These requests arise from a series of automated vehicles performing distribution operations within the considered urban transportation system. In this particular context, platooning services are planned, allowing a human-driven vehicle to lead a series of automated vehicles through roads not accessible to them, to service the randomly varying demands within the system.

Although the majority of contributions to stochastic SSND methods have focused on cases involving stochastic demands, there has also been notable effort directed towards exploring the implications of stochastic service times as well. This line of inquiry examines the impacts of variability in service durations on the design and operational efficiency of service networks, recognizing that such stochasticity can significantly affect the reliability
and responsiveness of the transportation services provided by carriers. For instance, in Demir et al. (2016), the authors extend their investigation to include not just stochastic demands but also the uncertainty in travel times, specifically within the planning context for services operated over intermodal freight transportation systems. The proposed stochastic model integrates recourse actions and probabilistic constraints to tackle these uncertainties effectively. Recourse actions come into play when actual demands exceed forecasts, allowing for the possibility to reroute excess demands through planned services with available capacity, or to accommodate them via ad-hoc capacity, represented by road vehicles presumed to be always at hand for such situations. Moreover, to account for the possibility that random variations in travel times might hinder the timely arrival of planned services for transfer operations between transportation modes, a probabilistic constraint is applied. This constraint ensures the tactical plan’s reliability by limiting the probability of observing such delays, thereby enhancing the overall robustness and efficiency of the service network. Building on this framework, Zhao et al. (2018) further explore SSND within an intermodal transportation system context, where, alongside uncertainties in travel times and demands, the variability of transfer times at terminals was also explicitly considered. The use of probabilistic constraints in this study aims to ensure that the two-stage formulation proposed yields a dependable and efficient set of transportation services, accounting for the full spectrum of operational uncertainties.

Finally, an alternative approach to manage travel time uncertainty is proposed in Lanza et al. (2021), which sets quality targets for deliveries by applying penalties for any delay observed. This method utilizes a two-stage formulation: in the first stage, services are selected and scheduled, and itineraries for commodities are established. The second stage addresses the penalties incurred during the plan execution under specific travel time realizations. By optimizing a tactical plan that minimizes both the total operational costs and the expected total penalties, this approach systematically designs service networks that are cost-efficient and effectively mitigates the negative impacts of travel time variability on delivery schedules. To address this stochastic model, the authors designed a meta-heuristic based on the progressive hedging strategy.

The use of penalties for delivery delays was similarly adopted by Müller et al. (2021b) to address stochastic transit times in the integrated planning of services and vehicle routes within an intermodal system. This approach presents a two-stage stochastic model that combines the scheduling of pick-up and delivery vehicle routes with the planning of services that enable freight to be transported between transshipment terminals across an extensive network, taking into account the variability of transit times. In the first stage, the model outlines both the services and the itineraries, which here include vehicle routes for distributing orders. The subsequent stage then focuses on determining the timing decisions, specifically the start times of the chosen services and the adjustments required for delivery schedules (i.e., possibly delays) in response to actual transit times observed. Considering the complexity of the resulting stochastic model, the authors propose an iterated local search algorithm to address it.
7 Conclusions and Perspectives

In this paper, we aimed to spotlight significant scientific contributions made over the last 50 years in the development of O.R. methodologies to address crucial freight transportation challenges. As highlighted, freight transportation activities are conducted over complex systems that can involve various transportation modes, moving loads by possibly different carriers over various distances. Our focus was specifically on methods that have been successfully applied to the tactical planning of consolidation-based freight transportation systems, with an emphasis on carrier-centric problem settings. Consolidation-based carriers design the transportation service supply to meet the demand expressed by their customers, i.e., the shippers requiring freight to be transported between various locations. To ensure efficiency and profitability, the planning of such systems necessitates dedicated O.R. methods to support planning at all decision levels, tactical, short-to-medium term planning, in particular. Our overview of the field clearly shows that Scheduled Service Network Design is an essential O.R. methodology in assisting to conduct the necessary planning.

As our review indicates, contributions to SSND have evolved, developing efficient tools to address several critical aspects of the tactical planning performed by carriers. These aspects include: 1) managing time requirements affecting both commodity itineraries and transportation services, such as delays and schedules, for which efficient methods were proposed to integrate time dimensions into the optimization models developed; 2) managing resources that support carrier services (e.g., vehicles, drivers, capacity units), where additional combinatorial characteristics were added to the SSND models to properly account for the allocation and use of resources; and 3) comprehensively understanding and addressing the impacts of various sources of uncertainty on the planning processes, illustrating that deterministic approximations cannot substitute for specialized models that explicitly account for uncertainty to produce efficient plans. The methodological development in SSND has matured into a field that exemplifies how innovations in discrete optimization can be effectively applied to tackle a broad range of practical transportation planning challenges. Looking towards the future, we see new and interesting directions emerging that, in our view, represent the natural next steps in this field of scientific inquiry.

As an overarching trend, transportation markets have become significantly competitive, with large carriers exerting ever-increasing pressure on smaller ones by covering larger market segments and maintaining low fares. Simultaneously, governments worldwide are enforcing stricter limits on greenhouse gas (GHG) emissions to mitigate environmental impacts, directly influencing the transportation sector. This new regulatory environment is prompting carriers to revise their overall plans and to adopt more environmentally friendly transportation modes. All in all, these pressures are significantly shaping the evolution and future direction of freight transportation systems.

Broadly, there is an undeniable trend toward strategic partnerships among carriers of all sizes as a means to enhance overall profitability. Additionally, general concepts
such as the Physical Internet, Synchromodality, and City Logistics are increasingly being promoted as strategies for improving efficiency in the planning and operation of freight transportation systems. These concepts all seek to leverage economic opportunities through the mutualization of services and resources among partner organizations to produce more integrated and interconnected transportation systems. They also advocate for the use of specialized containers, along with common protocols, interfaces, and data formats, to streamline operations across systems for all stakeholders involved, including both carriers and shippers. The advantages of such standardization are to enable easy integration (enhancing consolidation efforts and synchronization of services), as well as to improve and facilitate handling, transfer, and storage operations. Overall, these emerging systems emphasize the optimization of the system’s performance to achieve higher levels of financial efficiency for all stakeholders (maximizing profits for carriers and minimizing costs for shippers) and to promote environmental sustainability (reducing waste and minimizing the environmental footprint of transportation operations).

With such initiatives being advanced, new classes of SSND problems are emerging and undergoing study. In particular, Multi-Stakeholder and Multi-Layered SSND problems, which involve planning services across interconnected and layered systems, are gaining attention. These problems typically include multiple stakeholders (e.g., carriers) who mutualize and coordinate their resources to support and execute the services that constitute the overall transportation supply. Addressing these challenges successfully requires further significant contributions to be made towards: defining accurate and meaningful optimization models that properly formulate the complex stakeholder interactions and transportation operations occurring within these new complex systems and developing innovative solution methodologies.

Firstly, planning services over multi-layered systems presents significant discrete optimization challenges. Such systems often encompass diverse transportation operations being conducted over varying distances, raging from intercontinental to urban last-mile delivery, and incorporate different transportation modes. Modern modes now often include environmentally friendly options such as cargo bikes, autonomous electric vehicles, and even drones (which are being considered more and more to perform distribution operations). Each layer and mode thus introduces unique complexities that must be addressed effectively. Furthermore, the possible use of varied infrastructure and the inter-layer connectivity requirements, which govern the timing (i.e., synchronizing services conducted across multiple layers) and capacity (i.e., defining the service capabilities of each layer based on its supporting layers), contribute to the complexity of these problems (combining location decisions, capacity planning and network design in a single optimization model). This complexity results in significantly challenging discrete optimization models that are non-linear, large-scale, and involve elements of uncertainty to be solved.

Secondly, it is crucial to accurately define the interactions and collaborations among stakeholders within these emerging systems. Additionally, since carriers operate as commercial entities, these collaborative systems must ensure profitability for each participating organization. To maintain efficiency and foster sustainable relationships, it is
necessary to effectively balance competitive and cooperative dynamics, ensuring that all parties find the arrangements mutually beneficial. Toward this end, integrating Revenue Management considerations into the planning processes of such transportation systems is essential. In this context, the transportation supply of the system is defined through various service options, differentiated by price and service quality (e.g., time delivery guarantees), catering to different shipper demand segments interested in these options. Such considerations add further complexity to the discrete optimization models used for the system’s planning.

Thirdly, the increased standardization in the new transportation systems also brings new combinatorial considerations to be included in the optimization models that are developed to solve carrier-centric tactical planning problems. Specifically, the use of modular specialized containers, which are designed for enhanced consolidation and simplified handling and transfer operations, naturally lead towards explicitly considering Bin Packing dimensions when solving SSND problems. Such dimensions not only directly bring more operational considerations in the tactical planning settings performed by carriers, they also lead towards the study of new discrete optimization model variants, which seek to design networks while imposing bin packing requirements on the network’s flow.

Finally, in light of all the work accomplished to advance SSND methodology, there is still a lot of work that remains to be done to advance modelling and solution methods, and to use them in the broader context of decision support systems for practitioners. Towards this end, there are multiple questions that remain open. On top of the list there is how predictive analytics can be efficiently combined with SSND methods for better organizational integration? SSND methods, which are of the prescriptive type, to be effectively used by carriers require integration with the informational contexts in which the companies evolve (such contexts are directly used to quantify the parameters of SSND models, be them deterministic or stochastic). At the same time, such methods, to be used in practical settings, also need to be integrated in the broader decisional and organizational processes of carriers. The latter involving, for example, how tactical planning is best integrated with the operational processes (and even real-time decision-making) that are conducted by carriers to perform their transportation activities. Hence, the Service Network Design field of research will remain quite vibrant in the future.
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