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1. Introduction

Emergency situations, whether caused by natural disasters (earthquake, flooding, tsunamis) or humans (chemical spills, wars, terrorist attacks), require large logistic deployments to assist victims. Several problems need to be solved at different levels of the supply chain (Sheu, 2007b). Emergency Management is generally divided into four main phases: mitigation, preparedness, response and recovery (Altay and Green III, 2006; Haddow et al., 2008).

The mitigation and preparedness phases are pre-crisis. They seek to define measures to reduce, mitigate or prevent the impacts of disasters and to develop action plans that will be implemented upon the occurrence of a disaster. When the crisis occurs, the phases of response and recovery are initiated. The response, or intervention, phase consists in mobilizing and deploying emergency services within the disaster area in order to protect people and reduce human and material damages. The recovery phase defines the measures leading to the return to normal, that is, to a standard of living of the same quality as it was before the disaster occurred.

In this paper, we focus on one of the most important problems of the response phase: the distribution of humanitarian aid within the disaster area. The objective is to define routes to deliver products and / or essential services to victims (clients) in short times. These products and services are assumed available in specialized locations deployed by crisis managers within the disaster area to serve as temporary depots, usually called, humanitarian aid distribution centres (HADC). Each of these HADC has a limited fleet of vehicles of different types, each type being characterized by a number of parameters such as loading capacity (in volume and weight), loading and unloading times, total work time, etc.

Given the particular context of emergency, our goal is to propose a deployment that responds to victims demand while minimizing the maximum delivery time. This delivery time takes into account both travelling time and
loading and unloading times of the vehicles used. Split delivery is assumed admissible enabling thus a client (a demand point) to be visited by more than one vehicle trip. This assumption becomes important in emergency situations since the primary objective is to assist victims with the product/service needed in the shortest possible time. Consequently, the distribution plan is expected to use the maximum of vehicles available at HADCs.

We will see in Section 3 that the distribution problem addressed in this paper reduces to a complex multi-commodity multi-depot vehicle routing problem with heterogeneous fleet and split delivery. The main contribution of this paper is to propose, evaluate and compare two solutions methods, one exact and one heuristic, for solving this problem. Both methods use a two-stage solution approach. The first stage generates a set of empty routes, i.e., routes in which only the sequence of clients visited from each HADC are determined. The second stage selects a subset of routes among those generated at the first stage and determines the quantity of products delivered to each client on each route. This is done by solving a mixed integer programming model with a classical branch-and-bound process.

Our experimental study shows that the exact method, although ensuring an optimal solution, may require large computing times. On the opposite, the heuristic method shows good performances in terms of computing times and results in relatively good solutions in general. We also investigate the impact of split delivery on delivery times. The results obtained prove that enabling an affected zone (a client) to be visited more than once considerably reduces the maximum access time.

The paper is organized as follows. Section 2 is a brief literature review on distribution problems in emergency contexts. Section 3 formally describes the problem addressed in this paper and introduces the terminology and notation used throughout. In section 4, we present the two-stage solution approach and describe in details the exact and the heuristic methods. Our experimental study is presented in Section 5. Section 6 summarizes the most
important contributions of the paper and presents our future research.

2. Literature review

There is a vast and rich literature on routing problems. The traveling salesman problem (TSP), which is central to almost all routing problems, has received considerable attention in the last decades (Laporte, 1992a, 2010; Applegate et al., 2006; Gutin and Punnen, 2007). Its generalization, the vehicle routing problem (VRP), has also been extensively studied (Golden and Assad, 1988; Laporte, 1992b; Cordeau et al., 2002; Laporte, 2009). The VRP was used as a testbed for the development of metaheuristics, and we can consider that the algorithms currently used are not only sophisticated, but also provide solutions that are very close to optimal (Laporte et al., 2000; Potvin, 2009).

In recent years, research has shifted to different and more complex VRP problems such as dynamic problems (Wen et al., 2010), delivery problems with time windows (Cornillier et al., 2009) and fleet composition (Pessoa et al., 2007). Routing problems in emergency situations are one of these new realistic and challenging problems (Sheu, 2007b). Altay and Green III (2006) report that most research has been done in the phases of prevention and preparedness of emergency management. According to their analysis, the response phase remains rarely addressed especially in terms of delivery planning.

Sheu (2007a, 2010) developed a decision support system for emergency management that includes three modules: a module for aggregating the affected areas into zones, a module for setting priorities on relief distribution for the aggregated zone and a module for distribution planning. Yi and Özdamar (2007) propose an integrated model for locating logistics support and evacuating victims to emergency units. An important part of their model deals with the distribution of medical entities between emergency units for emergency care of affected people. Yi and A. (2007) used the model of Yi
and Özdamar (2007) for relief distribution operations without considering the location component.

Tzeng et al. (2007) consider a three-objective model of relief distribution. The first objective minimizes the total cost, the second objective minimizes travel time and the third objective maximizes demand satisfaction of affected areas. The authors handle the dynamic data by considering a multi-period model in which most of parameters and variables are time-related. The goal of the model is to determine the transfer (i.e., distribution) centers to be opened and the quantities of products to be transported from collection points to transfer points and from transfer points to the final demand points. A fuzzy multi-objective programming method is used to solve the problem. The network considered in the experimental study includes four collection points, four transfer points and eight demand points.

Balcik et al. (2008) consider the problem of humanitarian distribution in a network including a single depot and different vehicle types. The objective is to allocate the relief supplies available at the depot to the demand locations and determine the delivery schedules/routes for each vehicle throughout a multiple-day planning horizon. The authors propose a two-phase solution approach in which the first phase generates all possible delivery routes for each vehicle and the second phase determines the periods to visit each demand location, the delivery amounts, and the vehicle loads. The objective is to minimize the sum of transportation costs and penalty costs of unsatisfied and late-satisfied demand for different types of relief supplies. The main goal of the experimental study is to discuss the trade-off between resource allocation and routing decisions on a number of test problems.

Jotshi et al. (2009) developed a methodology for routing emergency vehicles in order to create better connections between the points where the victims are and hospitals. Recently, Berkoune et al. (2012) propose two heuristic methods: a greedy heuristic and a genetic algorithm to solve the humanitarian aid distribution in a context similar to the one considered in
this paper. The authors consider the problem where total distribution time is minimized with only back-and-forth routes.

The solution approach considered in this paper uses a two-stage procedure that presents a lot of similarities with that of Balcik et al. (2008) but remains different on some points. First, Balcik et al. (2008) consider only what we refer to as the exact method in the sense that all admissible routes are enumerated in the first phase. Second, the emergency context and the objectives of the distribution problem we address are different from those of Balcik et al. (2008) (multiple depots, maximum access time, etc.) making thus the problem much difficult to solve with such exact methods. Third, our objective in the second phase is to select routes and vehicle loads so as to minimize the maximum delivery time while satisfying the demand of each demand point. Such an objective is of a primary importance in emergency contexts since the time at which first relief is delivered has a significant impact on victims’ life and health. Finally, and most importantly, one of our primary concerns was to propose, evaluate and compare the performance of the proposed methods for large problems. In Balcik et al. (2008), the emphasize is put on the impact of different input parameters (such as penalty costs of unsatisfied demands) on the solution structure. The largest instance considered include one depot, four demand points, two products and two vehicles. In our case, we consider instances including up to five depots and 25 demand points, prove the limit of the exact method for these instances and show how the proposed heuristic is efficient in this case.

Next section describes in more details the distribution problem we consider.

3. Problem description

In disaster situations, the humanitarian aid may consist of tangible products (e.g., food, health products, medicines, water, beds) or services (e.g., securing a bridge, restoring a power line). These products and services are
assumed available (in limited quantities) at what we called Humanitarian Aid Distribution Centres, HADC. The problem we address assumes that the number, the location and the supply of HADC for different products and services have been set in advance and will not change over the planning horizon (The planning horizon may extend over several hours or a full day). In the following, the set of HADC deployed within the affected area is denoted $L$.

When a disaster occurs, each particular house or building within the affected region could require relief or humanitarian aid, thus becoming a potential demand point. Generally, these demand points are geographically grouped into demand zones according to certain rules. This avoids handling a huge amount of information and resources for severe crisis affecting large areas. In the following, we employ the term “client” to designate an aggregated demand zone. The set of all clients within the affected region is denoted $I$. The nature and the quantity of demand vary from a client to another depending on the severity and the type of damage. They are however assumed fixed for a given client during the planning horizon. In the following, the set of required products is denoted $J$ and the demand of each client $i$ for each product $j$ is denoted $d_{ij}$.

Humanitarian aid is deployed from the various HADC to clients using vehicles (in the case of products) or service providers (in the case of services). Given the diversity of product/services required in a crisis situation, the fleet of vehicles available at HADCs can be highly heterogeneous (light vehicles, trailers, semi-trailers, tanks). In crisis, since the emphasis is usually placed on the speed at which aid is distributed to victims, a common goal consists in minimizing the duration of distribution operations. Given the heterogeneity of the fleet of vehicles used, these durations should include not only travelling times but also vehicle loading and unloading times at HADCs and at delivery points. These times depend on the nature of the product handled, the type of vehicle used, more precisely the specific equipment of vehicles (cranes, door openings, refrigeration system), and the infrastructure available at both
HADC and delivery points. In the following, we denote by $K_l$ the set of vehicles available at HADC $l$. Each vehicle $k \in K_l$ is characterized by: (1) the time, $\rho_{k,j,l,i}$, required for loading one unit (example a pallet) of product $j$ from HADC $l$, and unloading it to client $i$; (2) a capacity in terms of weight and volume, denoted respectively $W_k$, and $V_k$; and (3) a maximum daily work time, denoted $D_k$, implying that the total vehicle trip duration cannot exceed $D_k$ unit times. We assume that a vehicle departing from a HADC must necessarily end its trip at the same HADC. Furthermore, we denote by $v_j$ the volume occupied by a unit of product $j$ and by $w_j$ its weight.

Hence, the Vehicle Routing Problem in Disaster Area (VRP-DA) addressed in this paper is defined on a graph $G = (L \cup I, A)$ where supply nodes, or depots, are the HADC, $L$, the demand nodes are the aggregated demand zones (the clients) within the disaster area, $I$, and $A$ is the set of arcs. An arc exists between two nodes in this graph if a road connecting these nodes is still available after the disaster. To each arc $a \in A$ is associated a travel time $t_a$ that takes into account the state of the road linking the origin and destination nodes of $a$.

The objective of the VRP-DA is to define delivery routes that satisfy the demand of all clients for all products, taking into account the characteristics of the vehicles available at each HADC, as well as the supply in products of each of these HADC. Unlike classical vehicle routing problems where the goal is usually to minimize the total travelling time, we consider here an objective specific to emergency contexts which aims to deliver aid to all demand points in the shortest possible time. Therefore, the VRP-DA aims at minimizing the maximum delivery time; this time considering both travel and loading and unloading times of vehicles. Indeed, in crisis situations, the primary objective is to supply victims with necessary relief in a relatively short time especially in the first hours following the disaster (at that time, one ignores the extent of damages and people’s lives could be in danger). A maximum access time, denoted $\tau$, in the following, is generally pre-specified to ensure
that each client can be reached by at least one HADC within this maximum access time. We assume that HADCs are chosen in a way ensuring that all clients are reachable from at least one HADC within $\tau$.

Finally, given the particular context of emergency, and unlike classical VRPs where the fixed costs of vehicles are taken into account in the distribution process, our objective here is to exploit as much vehicles as possible to reach our objective of minimizing the maximum delivery time. Hence, split delivery is tolerated to some extents, enabling thus a client to be visited by more than one route. Indeed, in practice, decision makers may want to limit the number of visits to a client to simplify delivery management. Furthermore, our experimental study shows that, for the instances considered, no significant gain is achieved beyond a given threshold of permitted splits.

Figure 1 hereafter illustrates an example of the VRP-DA addressed in this paper. In this example, 11 demand points (represented by circles) are to be delivered from three HADC (represented by squares) with vehicles of different types available at each HADC. It is assumed that the road network defines a complete graph implying that all nodes (demand points and HADC) are connected by arcs (not shown on the graph to alleviate the presentation). The dotted circles surrounding each HADC represent the maximum access time prefixed by the crisis managers. For example, only clients 3, 4, 6 and 7 are reachable from HADC 2 in a time less than or equal to the maximum access time (by a direct forth and back trip). Therefore, client 6, for example, will not be delivered from HADC 2. However, client 3 is within the coverage region of both HADC 2 and 3 and could thus be delivered from one or both of them. Since split delivery is permitted, the demand of client 3 for a given product may be satisfied by two different trips, using different vehicles and possibly departing from different HADC (HADC 2 and/or 3).
4. Solution Methods

The objective of the VRP-DA is to produce feasible routes from HADC to various delivery points to meet their demand for products and services in the shortest possible time. A route is feasible if it respects the time and capacity restrictions of the vehicle to which it is assigned. This depends on the type of vehicle used, the nature and the quantity of products delivered (time of loading and unloading), and the locations of the origin point (the HADC) and delivery points (clients) constituting the route.

Obviously, enumerating all feasible routes (with their loads) requires considerable time and would result in an exorbitant number of routes that cannot be efficiently handled by classical partitioning models. Notice that this number becomes larger in the context of split delivery treated here. Thereby, we consider a two-stage solution approach to address VRP-DA.

Two main concepts need to be introduced before describing the approach used: *empty routes* and *loaded routes*. An empty route $r$ is defined by a three-tuple $(l, k, S)$, where $l$ is the HADC from which it departs (and to which it returns), $k$ is the vehicle to which the route is assigned ($k$ is one of the vehicles available at HADC $l$, i.e., $k \in K_l$), and $S$ is the sequence of clients visited. A loaded route is defined by a pair $(r, Q)$ where $r = (l, k, S)$.
is an empty route for which we specify, when selected, the quantities $Q_{ij}$ of products $j$ delivered to each client $i$ in $S$.

The two-stage solution approach first determines a set of candidate empty routes with regard to some criteria. This set is then considered in the second stage to determine the empty routes to be selected and their loading. The second stage uses a Mixed Integer Programming model that is solved with the commercial solver CPLEX.

Two solution methods are presented: an exact method and a heuristic. These methods differ in the definition of candidate empty routes generated at the first stage. While the exact method considers all feasible empty routes that are able to generate an optimal solution, the heuristic considers a subset of empty routes. Next section describes the first stage for both the exact and the heuristic methods. Section 4.2 defines the MIP model of stage 2.

4.1. Stage 1: Generation of candidate empty routes

Recall that an empty route $r$ is defined by a three-tuple $(l, k, S)$, where $l$ is the HADC from which it departs (and to which it returns), $k$ is the vehicle to which the route is assigned ($k$ is one of the vehicles available at HADC $l$, i.e., $k \in K_l$), and $S$ is the sequence of clients visited by the route. At this step, an empty route is feasible if it respects the time restrictions of the vehicle to which it is assigned as well as the maximum access time $\tau$. Only travelling times are taken into account to determine routes admissibility (vehicles are empty). Two methods are considered for generating the set of feasible empty routes. The first method enumerates all possible empty routes that are able to yield an optimal solution. The second method considers only a subset of empty routes generated based on the sweep method.

4.1.1. Exhaustive enumeration

Algorithm 1 describes the procedure used for enumerating all promising empty routes. It considers the following notation:
- $R^e$: the set of empty routes generated by the exhaustive enumeration algorithm.
- $I_l$: the set of clients that are admissible for HADC $l$. A client $i$ is admissible for HADC $l$ if it can be reached from HADC $l$ in a time less than or equal to the maximum access time $\tau$ with a direct trip, i.e. $I_l = \{ i \in I : t_{li} \leq \tau \}$.
- $I^u_l$: a non-empty subset of $I_l$.
- $S^u_{l,k}$: the optimal feasible sequence for visiting clients in $I^u_l$ (starting and ending at $l$) that minimizes the maximum access time of the last client visited in $I^u_l$ (taking into account only travelling times). A sequence $S^u_{l,k}$ is feasible if: (1) it respects the maximum access time restriction, and (2) it respects the total vehicle trip duration $D_k$ of vehicle $k$. To determine this sequence, we solve a particular TSP restricted to depot $l$, vehicle $k$ and clients in $I^u_l$. In the following, this TSP is denoted $TSP(l, k, I^u_l)$.

The exhaustive enumeration algorithm is described as follows:

**Algorithm 1 Exhaustive enumeration algorithm**

0. $R^e = \emptyset$
1. For each HADC $l \in L$
2. Determine set $I_l$.
3. Determine all subsets $I^u_l$ of $I_l$.
4. For each subset $I^u_l$
5. For each vehicle $k \in K_l$
6. Solve $TSP(l, k, I^u_l)$.
7. If $TSP(l, k, I^u_l)$ is feasible then:
8. Let $S^u_{l,k}$ its optimal solution.
9. Add route $r = (l, k, S^u_{l,k})$ to $R^e$.
10. End If
11. End For
12. End For
13. End For
Recall that problem $TSP(l, k, I^u_l)$ is different from the classical travelling salesman problem on three points. First, the objective function minimizes the maximum delivery time rather than the total travelling duration. Second, it considers additional constraints to model the maximum access time restriction ($\tau$). Third, it considers additional constraints for the maximum tour duration ($D_k$) permitted for vehicles.

Depending on the size of subsets $I^u_l$ generated in step 3 of Algorithm 1, problem $TSP(l, k, I^u_l)$ may be more or less easy to solve to optimality. In emergency contexts however, given the restrictions imposed by the maximum access time and the objective of minimizing the maximum delivery time, the number of clients visited on a tour is generally limited to a maximum pre-specified value (3 or 4 in our experimental study) yielding small subsets $I^u_l$. In this case, $TSP(l, k, I^u_l)$ is solved to optimality by a simple enumeration of all admissible sequences.

4.1.2. Partial enumeration

As explained above, the exhaustive enumeration algorithm enumerates all the $(2^{|I_l|} - 1)$ possible subsets of set $I_l$. Obviously, when set $I_l$ is too large, such an approach would yield intractable problems. We propose in the following, a method that enumerates a restricted number of subsets of $I_l$. This method is described by Algorithm 2 and is inspired by the classical sweep algorithm. It considers, in addition to the notation introduced in Algorithm 1, the following sets:

- $R^p$= the set of empty routes generated by the partial enumeration algorithm.
- $I_l^{ord}$= the set $I_l$ ordered in ascending order with respect to clients polar coordinates.
- $I_l^{(m,ord)}$= subset of $I_l$ including $m$, $(m = 1, \ldots, |I_l|)$ consecutive elements of $I_l^{ord}$. 
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Algorithm 2 Partial enumeration algorithm

0. \( R^p = \emptyset \)
1. For each HADC \( l \in L \)
2. Determine set \( I_l \) and the corresponding order set \( I_l^{ord} \).
3. Determine all subsets \( I_l^{(u,ord)} \) of \( I_l^{ord} \).
4. For each subset \( I_l^{(u,ord)} \)
5. For each vehicle \( k \in K_l \)
6. Solve \( TSP(l, k, I_l^{(u,ord)}) \).
7. If \( TSP(l, k, I_l^{(u,ord)}) \) is feasible then:
8. Let \( S_{l,k}^u \) its optimal solution.
9. Add route \( r = (l, k, S_{l,k}^u) \) to \( R^p \).
10. End If
11. End For
12. End For
13. End For

4.2. Stage 2: Definition and selection of loaded routes

The objective of Stage 2 is to select optimal empty routes, among a pre-specified set of candidate empty routes \( R \) (deriving either from the exhaustive or the partial enumeration), and determine their loadings (quantities of products \( j \in J \) to deliver) so as to minimize the maximum delivery time. This is done by solving a particular MIP as described in the following.

4.2.1. Model parameters and decision variables

Let \( R \) denote the set of candidate empty routes considered by the MIP of stage 2. This model is referred to in the following as \( (P(R)) \). For each \( r \in R \), we define three sets of constant parameters \( \delta_{rl}, l \in L, \alpha_{rk}, k \in K, \) and \( \beta_{ri}, i \in I \) as follows:

- \( \delta_{rl} = 1 \), if route \( r \) is associated to HADC \( l \); 0, otherwise.
- \( \alpha_{rk} = 1 \), if route \( r \) is associated to vehicle \( k \); 0, otherwise.
- \( \beta_{ri} = 1 \), if route \( r \) visits client \( i \); 0, otherwise.

We also define for each route \( r = (l, k, S) \in R \):

- \( T_r^d \) = the travelling time (excluding loading and unloading times) required to visit all the clients in \( S \) and return to depot \( l \).
- $\tilde{T}_r^d$ = the travelling time (excluding loading and unloading times) required to visit the last client in $S$ (this time is different from $T_r^d$ since it does not consider the travelling time required to return to depot $l$).

Model $(P)$ uses the following decision variables:
- $x_r = 1$, if empty route $r \in R$ is selected; 0, otherwise. This variable is defined for each $r \in R$.
- $y_{rji} = \text{the quantity of product } j \text{ delivered to client } i \text{ by route } r$. This variable is defined for each $r = (l, k, S) \in R$, each $j \in J$ and each $i \in S$.
- $L_{Max}$ = the maximum delivery time.

### 4.2.2. Mathematical model

Model $(P(R))$ is formulated as follows:

\begin{align*}
(P) : \min & \quad L_{\text{max}} \\
\text{subject to} & \quad \sum_{r \in R} \beta_{ri} y_{rji} = d_{ij} \quad \forall i \in I, j \in J \quad (1) \\
& \quad \sum_{r \in R} \sum_{i \in I} \delta_{ri} \beta_{ri} y_{rji} \leq p_{jl} \quad \forall j \in J, l \in L \quad (2) \\
& \quad \sum_{r \in R} \sum_{i \in I} \sum_{j \in J} \beta_{ri} \alpha_{rk} w_j y_{rji} \leq W_k \quad \forall k \in K \quad (3) \\
& \quad \sum_{r \in R} \sum_{i \in I} \sum_{j \in J} \beta_{ri} \alpha_{rk} v_j y_{rji} \leq V_k \quad \forall k \in K \quad (4) \\
& \quad \sum_{j \in J} \sum_{i \in S} \rho_{kj} y_{rji} + T_r^d \leq D_k x_r \quad \forall r = (l, k, S) \in R \quad (5) \\
& \quad \sum_{j \in J} \sum_{i \in S} \rho_{kj} y_{rji} + \tilde{T}_r^d \leq L_{\text{max}} \quad \forall r = (l, k, S) \in R \quad (6) \\
& \quad \sum_{r \in R} \alpha_{rk} x_r \leq 1 \quad \forall k \in K \quad (7) \\
& \quad L_{\text{max}} \geq 0; x_r \in \{0, 1\}, y_{rji} \geq 0 \quad \forall r \in R, j \in J, i \in I. \quad (8)
\end{align*}

Objective function (1) minimizes the maximum delivery time. Constraints (2) ensure that the demand of each client for each product is satisfied.
Constraints (3) guarantee that the total quantity of product $j$ delivered from a HADC $l$ does not exceed the amount of $j$ available at $l$. Constraints (4), respectively (5), are the capacity constraints in terms of weight, respectively, volume, associated with each vehicle used. Constraints (6) ensure that the total duration of a route $r = (l, k, S)$ is less than or equal to the maximum duration permitted for the vehicle $k$ performing this route. Constraints (6) also bind variables $y_{rji}$ to take null values when route $r$ is not selected (i.e., $x_r = 0$). Constraints (7) set the upper bound on the maximum delivery time to $L_{max}$. Constraints (8) ensure that each vehicle is assigned at most one route. Constraints (9) define the nature of the decision variables of the model.

As formulated, model $(P(R))$ enables a client to be delivered by multiple routes. However, in emergency situations, one may want to limit the number of times a client is delivered, in order, for example, to alleviate delivery operations management and/or to reduce the number of access to certain areas highly affected or risky. When such a restriction is considered, one has just to add the following set of constraints to model $(P(R))$:

$$\sum_{r \in R} \beta_{ri} x_r \leq N_i, \quad \forall i \in I,$$

where $N_i$ is the maximum number of visits allowed for client $i$.

It is noteworthy that, when set $R$ is generated by Algorithm 1 where TSPs are solved to optimality, solving model $(P(R))$ to optimality produces an optimal solution to VRP-DA. This combination corresponds indeed to what we refer to as the exact method. However, when set $R$ is output by Algorithm 2, the optimal solution of model $(P(R))$ is not necessarily optimal for VRP-DA. This corresponds to the heuristic method.
5. Computational experiments

The objective of this section is twofold. First, we want to evaluate the computational performance of the two proposed solution methods in terms of solution time and solution quality. To this end, we randomly generate a set of instances with various size. Second, we want to assess the impact of split delivery on solution quality. To this end, we fix the value of the maximum number of visits allowed for clients to $N = 1$ (implying that no split is permitted), $N = 2$, $N = 3$ and $N = 4$ and compare the corresponding values of the maximum delivery time, $L_{\text{max}}$ (output by the exact method).

Algorithms 1 and 2 are coded in Visual Basic and the procedure of branch-and-Bound CPLEX 12.0 (with its default settings) was used to solve MIP models in stage 2 on a PC Intel Core 2 Duo, 3.00 GHz and 4.00 GB RAM. A one-hour time limit was set for the resolution of MIP models with CPLEX for both methods.

5.1. Problem tests

A series of problems are randomly generated by varying the number of HADC ($|L|$) and the number of delivery points ($|I|$). For all generated instances, the vehicles available at each HADC are of two types with two vehicles of each type and consider two types of products (i.e., $|J| = 2$). 10 problem settings in total are generated. These problems are divided in two sets of 5 problems each. For the first set, the total number of all admissible empty routes (as generated by the exact method) is about 2120 on average. For the second set, this average number is about 6014. Each problem is solved under 8 contexts. These contexts are obtained by varying the split parameter ($N = 1, 2, 3, 4$) and the maximum number of clients visited on a vehicle route ($\text{Max}_\text{Cli} = 3, 4$) for a total of 8 instances per problem setting. Notice that given these limits on the number of clients forming a route, TSP problems of stage 1 for both the heuristic and the exact methods are solved to optimality by enumerating and comparing all possible permutations.
5.2. Computational performance of the exact and the heuristic methods

Tables 1, 2, 3 and 4 hereafter display the results obtained with both the exact and the heuristic methods for the instances set 1 and 2, respectively. In the following, we will first compare the performance of the two solution methods in terms of solution quality (Tables 1 and 2). Solution times required by both methods are then compared in a second step (Tables 3 and 4).

5.2.1. Comparison of solution quality

Tables 1 and 2 report, for each instance and each solution method, the number of routes generated at the first stage ($|R|$), the objective value resulting from solving the second-stage model with CPLEX within a time limit of 3600s (Solution), and the corresponding integrality gap (computed by CPLEX as the distance in percentage between the best upper and lower bounds identified throughout the branch-and-bound process). To assess the quality of solutions obtained by the heuristic approach, we also report in the final column the distance, in percentage, between the solution output by the heuristic ($B$) and the exact method ($A$) (i.e., $(B - A)/A$).

The results of Tables 1 and 2 show that the exact method identifies an optimal solution for all instances where split is not permitted (value 1 under the column “Split”). Tables 1 and 2 also show that the exact approach solves the problem to optimality for 45 out of the 80 instances (56.25%) considered (within the time limit of one hour). For the remaining 35 instances, the gap as provided by CPLEX varies between 1.9% (instance 22) and 8.83% (instance 40) with an average of 5.01% for instances set 1 and between 5.74% (instance 51) and 54.8% (instance 79) for instances set 2 with an average of 21.82%.

The heuristic approach produces the same solutions as the exact method (within the time limit of one hour) for 35 instances over the 80 considered in this study (43.75%). For the remaining 45 instances, the exact method identified better solutions for 38 instances. For these instances, the difference (in percentage) between the solutions output by the heuristic and those produced by the exact method is on average equal to 2.45% ranging from
Table 1: Solution quality of the exact and the heuristic methods for instances set 1

<table>
<thead>
<tr>
<th>Pb</th>
<th>Inst.</th>
<th>Nb_HADC</th>
<th>Nb_Client</th>
<th>Max_Cli</th>
<th>Split</th>
<th>Exact method</th>
<th>Heuristic method</th>
<th>(B-A)/A</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Solution (A)</td>
<td>Gap</td>
<td>Solution (B)</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>62.15</td>
<td>0.00%</td>
<td>62.15</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>5.77%</td>
<td>60.45</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>4.08%</td>
<td>60.45</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>62.15</td>
<td>0.00%</td>
<td>62.15</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>2.60%</td>
<td>60.45</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>2.90%</td>
<td>60.45</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>4.77%</td>
<td>60.45</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>62.15</td>
<td>0.00%</td>
<td>62.15</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>37.67</td>
<td>0.00%</td>
<td>37.67</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>65.27</td>
<td>0.00%</td>
<td>65.27</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>53.87</td>
<td>2.80%</td>
<td>54.35</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>2.80%</td>
<td>60.45</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>5.51%</td>
<td>60.45</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>2.60%</td>
<td>60.45</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>2.90%</td>
<td>60.45</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.01</td>
<td>5.77%</td>
<td>60.45</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>62.15</td>
<td>0.00%</td>
<td>62.15</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>57.35</td>
<td>0.00%</td>
<td>57.35</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>56.27</td>
<td>0.00%</td>
<td>56.27</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.75</td>
<td>0.00%</td>
<td>55.75</td>
</tr>
</tbody>
</table>

0.23% (instance 28) to 7.21% (instances 17 and 21). The heuristic outperforms the exact method 7 times (instances 62, 74, 75, 76, 78, 79, 80) with an average deviation of 6% reaching 12.27%. Six of these instances correspond to problem setting 10 which considers 5 HADC and 25 clients. Notice that problem setting 10 yields a number of admissible empty routes exceeding 14024 for the exact method compared to only 1272 for the heuristic.

It is also clear from Tables 1 and 2 that the MIP of the second stage is much easier to solve for the heuristic than for the exact method. Indeed, the MIP resulting from the partial enumeration (the heuristic approach) was solved to optimality for all the instances of set 1 and for 33 instances of set 2 (that is 91,25% of the instances in total). Notice that this information is straightforwardly deduced from the "Gap" column of the heuristic approach. The average gap for the 7 MIP non-solved to optimality is 7.98% with a value
reaching 21% for instance 76. One should notice that for these instances, the MIP corresponding to the exact method is also very difficult to solve to optimality (the gap exceeds 54% for instance 79).

It is noteworthy that although the heuristic approach results in a MIP that is relatively easy to solve for almost all the instances, the deviation from the optimal solution of the VRP-DA can be relatively large. This is due to the fact that this approach does not consider the set of all feasible empty routes as is the case for the exact approach. For example, the MIPs of both methods are solved to optimality for instance 17. However, the difference between the exact and the heuristic solutions reaches 7.21% implying thus that the solution produced by the heuristic in this case is 7.21% sub-optimal. In fact, for the 45 solved to optimality with the exact method within the time limit of one hour, the heuristic method was able to identify the optimal

---

Table 2: Solution quality of the exact and the heuristic methods for instances set 2

<table>
<thead>
<tr>
<th>Pb</th>
<th>Inst. Nb_HADC  Nb_Client</th>
<th>Max_Cls</th>
<th>Split</th>
<th>Exact method</th>
<th>Heuristic method</th>
<th>(R-A)/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>41</td>
<td>4</td>
<td>15</td>
<td>3352</td>
<td>588</td>
<td>61.34 0.00% 0.00%</td>
</tr>
<tr>
<td>7</td>
<td>42</td>
<td>2</td>
<td>56.54 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>3</td>
<td>54.94 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>44</td>
<td>4</td>
<td>54.94 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>1</td>
<td>3352  61.34 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>56.54 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>56.54 9.91% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>56.54 8.18% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>3352  61.34 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>56.54 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>56.54 9.91% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>56.54 8.18% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>3352  61.34 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>56.54 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>56.54 9.91% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>56.54 8.18% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>3352  61.34 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>56.54 0.00% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>56.54 9.91% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>4</td>
<td>56.54 8.18% 0.00%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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solution for 30 instances. The solutions output by the heuristic for the 15 remaining instances deviate 2.17% on average from the optimal solution.

The results of Tables 1 and 2 also shows that, for the majority of instances, the difficulty of solving the MIP of stage 2 increases with the number of visits allowed for a client. This was pretty expected since enabling a client to be visited 4 times offers more alternative deployments than restricting the number of visits to only 1.

5.2.2. Comparison of solution time

Tables 3 and 4 compare the two approaches in terms of the solution time required. They display for each method: (1) the time (in seconds) needed to generate admissible empty routes at stage 1 (under the column "Stage 1"); (2) the time (in seconds) for solving the MIP of the second stage (column "Stage 2"); and (3) the total solution time (under the column "1 +2"). Notice that a dash '-' in columns "Stage 2" indicates that no optimal solution for the second-stage model was identified within the time limit of one hour.

The results of Tables 3 and 4 show that the time required for generating admissible routes for the heuristic method (i.e., the time required by Algorithm 2) is relatively small for all the instances. This time is on average equal to 7.38 seconds for problems of set 1 and 11.94 seconds for problems in set 2 and does not exceed 24.51 seconds for all the instances.

However, the exact method requires much more time at the first stage; this time exceeding 103939 seconds for problem setting 10 in which 14024 routes are enumerated. When considering all the problem settings, the average time required by Algorithm 1 to generate admissible empty routes equals 1473.11 seconds. One can notice also that this time considerably increases when the maximum number of clients visited on a route goes from 3 to 4.

When considering stage 2, the MIPs are solved to optimality for 45 instances over the 80 for the exact method requiring an average solution time of 252.08 seconds ranging from 2.77 seconds for instance 25 to 2165.36 seconds for instance 58. On another hand, the MIPs considered in the heuristic
<table>
<thead>
<tr>
<th>Pb</th>
<th>Inst.</th>
<th>Nb_HADC</th>
<th>Nb_Client</th>
<th>Max_Cli</th>
<th>Split</th>
<th>Exact Method</th>
<th>Heuristic method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Stage 1</td>
<td>Stage 2</td>
<td>Stage 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>1+2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4.48</td>
<td>25.41</td>
<td>-</td>
<td>-</td>
<td>3.46</td>
<td>7.96</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>900.54</td>
<td>1013.07</td>
<td>1015.97</td>
<td>10.14</td>
<td>7.96</td>
<td>116.40</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>6.69</td>
<td>13.39</td>
<td>16.18</td>
<td>3.93</td>
<td>9.32</td>
<td>19.63</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>20.20</td>
<td>20.20</td>
<td>20.20</td>
<td>19.63</td>
<td>19.63</td>
<td>19.63</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1512.58</td>
<td>1512.58</td>
<td>1512.58</td>
<td>19.63</td>
<td>19.63</td>
<td>19.63</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>1.70</td>
<td>-</td>
<td>5.00</td>
<td>6.31</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>900.86</td>
<td>900.86</td>
<td>900.86</td>
<td>19.63</td>
<td>19.63</td>
<td>19.63</td>
</tr>
</tbody>
</table>

Table 3: Solution time of the exact and the heuristic methods for instances set 1

The method are solved to optimality for 73 instances. The average computing time does not exceed 316.84 for these instances ranging from 1.40 seconds (instance 42) to 2190.55 seconds (instance 7). For the instances (30 in total) that are solved to optimality by both methods, the time required by CPLEX to solve the MIP of the exact method is on average equal to 116.40 seconds compared to 115.59 seconds for the heuristic.

When considering the total solution time (stages 1 and 2), the exact approach requires 1388.53 seconds on average to solve the 45 instances to optimality. For the 30 instances solved to optimality by both methods, the heuristic needs 122.45 seconds on average where as the exact method requires 1516.59 seconds.

In conclusion, our experimental study reveals that the exact method shows good computational performance for small instances. However, for
large instances, the number of candidate empty routes considerably grows resulting in large computing times for the first stage and intractable MIP models at the second stage. The heuristic method appears as a good alternative in this case since it requires considerably shorter computing time. Although the solution output by this heuristic may be poor in some cases, the deviation with regard to optimal solutions remains relatively small on average.

## 5.3. Impact of split delivery on solution quality

The objective of this section is to study the impact of split delivery on solution quality. To this end, we consider problem settings 2, 4, 6 and 8 with a value of $Max_{Cli} = 4$ for which an optimal solution was identified for all the values of the split parameter ($N$). Recall that a value of 1 means that no
split is permitted, a value of 2, respectively, 3 and 4, assumes that a client
can be visited by 2, respectively, 3 and 4, vehicle trips.

To assess the impact of the split parameter on the solution quality, we
report in Table 5 the gain (in percentage) on the maximum delivery time
resulting from considering a split of value $N \geq 2$ versus no split. For example,
for problem setting 2, enabling a client to be visited twice yields a gain of
7.07\% ($= \frac{67.87 - 72.67}{72.67}$) when compared to the case where all the demand of
the client must be delivered by a single vehicle trip. This gain reaches 9.66\%
when $N = 3$ and 10.33\% when $N = 4$.

<table>
<thead>
<tr>
<th>Pb</th>
<th>Split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>7.07%</td>
</tr>
<tr>
<td>4</td>
<td>8.37%</td>
</tr>
<tr>
<td>6</td>
<td>8.49%</td>
</tr>
<tr>
<td>9</td>
<td>5.45%</td>
</tr>
</tbody>
</table>

Table 5: Impact of split delivery on solution quality

The results of Table 5 show that a considerable gain (reaching 13.3\%) is
obtained when permitting split delivery. This gain increases rapidly as the
value of $N$ moves from 1 (no split) to 2 and less rapidly for larger values.
When considering the 4 problem settings, the average gain reaches 7.34\% for
$N = 2$, 9.56\% for $N = 3$ and 10.54\% for $N = 4$.

However, as noticed in Section 5.2.2, solution times required by both
the exact and the heuristic methods also grow when split is permitted and
it becomes difficult to identify an optimal solution for large values of $N$.
Indeed, the exact method was able to locate an optimal solution for all the
problem settings when no split is permitted (20 instances in total). However,
when $N = 2$, an optimal solution was identified for 9 instances only. Hence,
there is a trade-off that need to be managed in this case to decide on the
suitable value to assign to $N$ to ensure, on one hand, that solution times are not considerably increased and exploit, on another hand, the gain in distribution time yielded by offering more distribution alternatives.

6. Conclusion

This paper addresses a Vehicle Routing Problem in Disaster Area (VRP-DA). The objective is to distribute humanitarian aid to affected zones from a set of opened humanitarian aid distribution centres using different types of vehicles. Given the particular context of emergency, distribution is planned to satisfy the demand of each affected zone for each type of humanitarian aid in the shortest possible time (this time includes both travelling and vehicles loading and unloading times). We prove that VRP-DA reduces to a classical multi-depot, multi-commodity vehicle routing problem with heterogeneous fleet and split delivery but with some characteristics that are proper to emergency contexts (maximum access time, maximum number of clients visited with a trip, restrict split, etc.)

The paper presents two solution methods for solving VRP-DA: an exact method and a heuristic method. Both methods use a two-stage approach. In the first stage, admissible and promising empty routes are generated so as to minimize the maximum delivery time. These routes are then passed to a MIP in the second stage to select optimal ones and propose an optimal loading of them. The two methods differ on the way empty routes are generated at the first stage. While the exact method generates all admissible and promising routes, the heuristic method restricts the set of candidate routes based on a sweep algorithm.

Experimental results show that the exact method yields optimal solutions in relatively short computing times for small instances. For larger problems, both the first and the second stages require large computing times. On the opposite, the heuristic method remains interesting for large instances requiring relatively short computing times for the majority of instances.
We also investigate the impact of split delivery on solution quality and solution time. Our experiments prove that important gains in delivery times can be achieved when split delivery is permitted. However, when the number of deliveries for a client increases, the problem is harder to solve to optimality. A good alternative could be to permit a restricted split (2 visits maximum per a client for our experiments) to take advantage from split delivery without considerably increasing computing times.

Obviously, working on a subset of candidate empty routes (as is the case for the proposed heuristic) certainly results in more tractable second-stage models, but may also yield poor-quality solutions for VRP-DA. In our future work, we plan to define improvement heuristics to iteratively enrich the set of candidate empty routes by extracting relevant information from solving the MIPs of the second stage.
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